The Title, Though Not Shown on the First Page


To Whom Go the Spoils?  

Exploring 4,000 Years of Battlefield Victory & Defeat

“At Verdun, the combatant fought…in a landscape dismembered by explosives…[where] it was impossible to tell French from German; all were the color of soil.” Eric Leed
 
 “Only the dead have seen the end of war.” Plato

1. Introduction

It is uncertain when the first war took place, but its effects can surely be surmised, for even the tamest of battles instill fear, apply violence, and draw blood.  At their most extreme, the costs exacted stagger the imagination.  An officer of the 24th Panzer Division, witness to the ferocious fighting around Stalingrad in October 1942, describes just how relentless these struggles can be:     

“We have fought for fifteen days for a single house with mortars, grenades, machine-guns and bayonets.  Already by the third day fifty-four German corpses are strewn in the cellars, on the landings, and the staircases.  The front is a corridor between burnt-out rooms; it is the thin ceiling between two floors.  Help comes from neighbouring houses by fire-escapes and chimneys.  There is a ceaseless struggle from noon to night.  From storey to storey, faces black with sweat, we bombed each other with grenades in the middle of explosions, clouds of dust and smoke…Ask any soldier what hand-to-hand struggle means in such a fight.  And imagine Stalingrad; eighty days and eighty nights of hand-to-hand struggle, blinding smoke; it is a vast furnace lit by the reflection of flames.  And when night arrives, one of those scorching, howling, bleeding nights, the dogs plunge into the Volga and swim desperate to gain the other bank.  The nights of Stalingrad are terror for them.  Animals flee this hell; the hardest storms cannot bear it for long; only men can endure.”
 
Amidst such carnage, life and death become almost meaningless.  In the words of Guy Sajer, another veteran of World War II’s brutal Eastern Front, “I had learned that life and death can be so close that one can pass from one to the other without attracting any attention.”
  In war the living are perpetually surrounded by death.  In a January 1917 letter, Wilfred Owen described to his sister how such a situation reigned on the Western Front: “I have not seen any dead.  I have done worse.  In the dank air I have perceived it, and in the darkness, felt it…No Man’s Land under snow is like the face of the moon: chaotic, crater-ridden, uninhabitable, awful, the abode of madness.”
  


To be sure, soldiers have no monopoly on suffering.  Wars almost invariably spill beyond the battlefield and taint the surrounding population with its toxic mix of death and destruction.  Such actions are often the result of deliberate policy to plunder or terrorize the local population.  An eyewitness to a 13thC English pillaging raid in France records such an operation:

“The march begins.  Out in front are the scouts and incendiaries.  After them come the foragers whose job it is to collect the spoils and carry them in the great baggage train.  Soon all is tumult.  The peasants, having just come out to the fields, turn back uttering loud cries.  The shepherds gather their flocks and drive them toward the neighbouring woods in the hope of saving them.  The incendiaries set the villages on fire and the foragers visit and sack them.  The terrified inhabitants are either burned or led away with their hands tied to be held for ransom.  Everywhere bells ring the alarm; a surge of fear sweeps over the countryside.  Wherever you look you can see helmets glinting in the sun, pennons waving in the breeze, the whole plain covered in horsemen.  Money, cattle, mules and sheep are all seized.  The smoke billows and spreads, flames crackle.  Peasants and shepherds scatter in all directions.”

Many such transgressions against the civilian population have been the result of a calculated policy of terror.  It was, for example, not unusual for the ancient Assyrians to kill every man, woman and child in a captured city, or to carry away entire populations into captivity—all the better to frighten their opponents into submission.
  Such ruthlessness has not been constrained to antiquity.  After Tamburlane’s sack of Delhi in 1398, the city was left so ruined that, according to an eyewitness, “for two whole months, not a bird moved a wing in the city.”
  In modern times, too, cries of fear and pain often follow vanquished civilian populations as the victors rape and pillage their way across conquered soil.  


Just as these ravages of war have persisted over time, so too has our lack of understanding why.  Indeed, armed conflict remains insufficiently explored and weakly explained.  Current literature, for example, suggests victory variously arrives through material preponderance, military technology amenable to either offensive or defence force postures, or the gifted strategy and tactics that underline combat proficiency.  However, as demonstrated below, none of these offers a completely compelling case. Present theories on victory are not empirically sustained.  Meanwhile, the true answer involves structural factors and relative effectiveness while operating within them.  To prove this hypothesis, the paper systematically marshals data regarding battle frequency, intensity, and outcomes for a period spanning 3,500 years.  Such a compilation is necessary because, while considerable research has been conducted into these topics, an aggregation of the data does not in a single electronic form.  It has therefore been left to the author to create such a database.  The value-added of this survey of frequency and intensity is that such macromeasurement makes the case that the contours of violence reflect underlying structure.  At the same time, analysis of victory tells the story of how best to operate within the structural confines that so dearly shape conflict.  Together, this information can help explain when and why victory is achieved, a task necessary to explain its persistent attractiveness to policymakers throughout history.
  


In sum, the following offers three scholarly contributions.  Methodologically, the paper describes in detail how best to trace battle frequency, intensity, and victory over time, as well as demonstrates how combat proficiency can be tracked over time.  Empirically, battle data far prior to the current 1820 cut-off date has been collected, single spot where otherwise only disparately available.  This data is then used to test existing theories with empirical data of far greater historical breadth than has previously been done.  Thirdly, the paper’s theoretical contribution is to show how details of conflict are heavily determined by structural factors. Indeed, military genius is present in all epochs, yet rates of attacker victory, casualties, and numbers mobilized change over time.  In doing so, the paper offers an integrated account of victory and defeat over time.  More importantly, this research lays the groundwork for a more empirically robust and historically situated understanding of when and why wars make attractive alternatives.  Only from here can a complete theory of interrelation between war and politics be constructed.

2. Literature review

The earliest image of combat ever uncovered is a cave painting found in Morela la Vella, Spain.  In striking hues, the artwork depicts men fighting with bows, conveying the chaos and fury that accompany contests of violence.  It is a profound piece of archeological evidence: beyond its aesthetic triumph, the painting is proof that humanity’s intellectual fascination with war dates back at least until Mesolithic times.  The study of war is one of humanity’s oldest intellectual pursuits.  Meanwhile, the depravations—and profits—of war have ensured successive generations of scholars search to unearth the reasons why humans prove so capable and willing of doing violence to one another.  More specific to this paper is the fact that many scholars have concerned themselves with war and its relationship to national growth and decline.  It is within this tradition that the paper sit; to discover why some states rise to great heights with the sword, and why others die by it.


Given such an ancient pedigree, it is unsurprising that the literature of war studies is rich and varied.   Fortunately, a degree of intellectual order can be imposed this otherwise disparate field.  In terms of approach, two basic ontologies exist: that of historians, and that of political scientists.  As for the former, historians endeavour to chronicle the specific causes and consequences of particular wars.  This tradition dates back to the work of Herodotus, the Greek who founded historiography with his account of the Graeco-Persian wars, a work that relied solely on verifiable sources.
  This was an important innovation, for now bard and fable were replaced by the systematic collection and verification of empirical facts regarding particular historical questions.  This focus on specificity remains to this day; history is a discussion of specific details, not general patterns.  Thus great historians of the present, such as Barbara Tuchman (1962) and Alistair Horne (1969),
 focus on particular cases.  They stress the qualitative and the immediate over the quantitative and longitudinal.  For them, patterns are almost impossible to unveil—if they even exist at all.  According to Sir Charles Oman, “The human record is illogical...and history is a series of happenings with no inevitability about it.”


The consequence of an emphasis on particularized circumstances is that historians do not care much for models and predictions.
  Tuchman describes such discomfort: “Prefabricated systems makes me suspicious and science applied to history makes me wince.”
  To the historian, evidence is more important than interpretation,
 meaning description takes the place of primacy over explanation.  More accurately, historians place their faith in explanations which aim for extremely limited generalizations.  This is because the conditions of one epoch are seen as separate and distinct than those from another, thus any conclusions drawn from the former are not directly applicable to the latter.  Systemizations such as Toynbee (XX) are exceedingly rare in the discipline of history, and prognostications rather curtly admonished.  In the words of J.R. Roberts, “Historians should never prophesy.”
 


 In contrast, political scientists share no such reservations.  Rather than restricting themselves to the discovery and recovery of the verifiable facts necessary for the purposes of description, political scientists roam far and wide in search of evidence to support their universal explanatory claims.
  To be sure, they do not deny the difficulty of such an endeavour.  Political phenomena are clearly multicausal, a circumstance which adds great difficulty to the task of illuminating why and how events occur.  Nevertheless, the idea remains that some variables are of greater importance than others.
  For each action there may exist a multitude of causes and influences, but these are decidedly unequal.  Thus, if those of greatest influence can be isolated and uncovered, not only do insightful explanations result, but so too emerges the prospect for the prediction of central tendencies.  The experience of the past, then, can be used as a barometer for the prospects of the future.


Within political science there exists two main methodological approaches.  The first is a reliance on microeconomics-influenced theories of deduction.  Several theories have gone on to enjoy considerable fame, including Waltz’s (1954, 1979) structural theory of anarchy, which contends that the architecture of international power structure is the permissive—and therefore ultimate—cause of violence.  Similarly influential is Schelling’s (1960) theory of conflict, which views struggles as bargaining by rational, profit-maximizing actors.
  Also worthy of note is Gilpin’s (1981) contention that state rise and fall occurs in a fashion similar to a economic firm.
  The second approach is quantitative induction, an approach which began with Richardson’s posthumously published Statistics of Deadly Quarrels (1960).  In addition to pioneering the mathematical techniques that would subsequently dominate the field, Richardson compiled a dataset of over 300 wars occurring between 1820 and 1949.
  Modern adherents include Kugler & Lemke (1998) and Geller & Singer (2000),
 all of whom harness vast datasets in order to better elucidate which conditions are most war prone. 


Political science’s most popular set of theories for the explanation of victory and defeat are those related to numerical preponderance.  Here the argument is that, as Napoleon suggested, “God is on the side of the big battalions.”
  States with larger populations, larger or more sophisticated economies, larger militaries, or higher levels of military expenditure are more likely to win the wars they fight.  Economic and military power are viewed as fungible, for the chief premise of this school is that economic strength is the fundamental underpinning of military might.  Thus authors such as Wayman et al (1983) contend that victory depends more on industrial capacity than military preparedness.
  The ramifications of this assumption are hardly trivial.  In fact, here lies “the heart of hegemonic transition theory and the debate over relative gains stemming from international cooperation, and [defines] much of the realist/mercantilist position in international political economy.” 
  In a practical sense, economic decline leads to military weakness, while growth entails victory on the battlefield. 


Second in popularity to preponderance arguments are those that deal with technology’s effect on military capability, or what is know as the ‘offence-defence balance.’  By this one means the military-technology equilibrium where it is either “easier” to conquer territory or to defend it.
   The basic prediction is that international events will reflect whether either offence or defence dominates (a measurement that must not only include the design of weapons systems, but also the training and organization of the military forces that use them).  This condition will provide the most benefit to large and offensively oriented forces, such as powers with large standing armies or stocks of offensive weapons.  When offence dominates “the security dilemma becomes more severe, arms races become more intense, and war becomes more likely.”
   An exemplar of such a crisis is the First World War.
  On the other hand, when defensive weapons and strategies are dominant,
 conditions are much more stable and conflict is easier to manage without resort to arms.
  In this regard, the theory is optimistic; when defence has the edge, stability is likely to prevail.
  


As outlined by Biddle (2004), technological thinking falls into two schools.
  The first is concerned with the ‘systemic’ technological balance.
  By this, the concern is whether offence or defence is favoured by the system-wide technology condition of the day.  Are weapons of attack most dominant, or are those of defence?  During the period when machine guns and barbed wire dominated the battlefield, defence reigned supreme—no matter which participant was involved.  Here, technological variance between countries is seen as slight in its effects.  “For systemic theorists, technology’s main effect is thus not to strengthen A relative to state B—it is to strengthen attackers over defenders (or vice versa) regardless of who attacks and who defends.”
  With this observation in mind, scholars have used the explain the origins of events as far apart as the First World War, the outbreak of ethnic fighting in the former Yugoslavia.
 

While the systemic view enjoys status as “political science’s chief understanding of technology’s role in international security,” there is an additional, competing claim.  This school holds that technology’s effects are ‘dyadic’, meaning technology favours a particular belligerent regardless if there are on the attack or defence.  Should A enjoy superior technology to B, A will prevail in both offensive and defensive circumstances.  Consequently, “Whereas systemic technology theorists see technology as favoring attack or defense across the international system, dyadic theorists see its chief effect as favoring individual states over others, depending on their particular holdings.”
  Such thinking drove US defence planning throughout the Cold War.
  Unable to compete with the Soviet Union in terms of sheer numbers, the Pentagon aimed to deploy technologically superior forces capable of ‘offsetting’ the numerical imbalance.  Central to this conviction that an outnumbered NATO could hold off a potential Soviet thrust through Central Europe was that Western technology would ensure ‘attrition coefficients’ (or loss exchange ratios) in the Allies’ favour.  Such thinking survived the fall of the Cold War, particularly when dream of RMA ‘transformation’ ruled the thinking of scholars throughout the 1990s.


The third and final set of theories is that which deals with combat proficiency. 
  Here the concern is less on material factors, and more the confluence of tactics, training, motivation, and effective deployment of field forces.  Superior combat performance is the hallmark of victory, for technology can be confounded and superior numbers outmaneuvered.  Frederick the Great, for example, would frequently defeat enemies nearly twice his size, while the strategic debacle at Bagration (1944) belied Germany’s technological superiority over the Soviets.  Proficiency is, however, a realm of study frequently ignored by political science.
  Structural IR theories, for example, posit that “states make optimizing choices guided chiefly by material constraints.”
  For them, generalship and soldiery has no role.  Even those scholars concerned with military doctrine are little concerned with the particulars of strategy, but rather a narrow focus on ‘offensive’ versus ‘defensive’ orientations.
  Again, with an ontology that prizes structure over agency, there is little room for the gifts of Alexander or Napoleon, nor the innovations of Adolphus or Hutier in the works of political science.  


Given the breadth of the literature above, there is little denying the intellectual fecundity of war studies scholarship.  Unfortunately, this great array of material does not fit perfectly together.  Such incongruence leaves considerable gaps and limitations in explanatory power.  Historians, for the most part, are not particularly discomfited by this state of affairs, for their explanations are intended to remain particularized and contingent upon specific contexts.  For the purposes of this paper, works of history will therefore be confined to the empirical data they supply, rather than be concerned with the theoretical contributions historians make regarding military capabilities over the long history of civilization.


By contrast, political science keenly embraces the challenge of generalization and theory construction—preponderance, technology, and proficiency theories all purport to explain the role of military capability in international politics, at least to the extent that some measure of prediction and thus policy prescription are offered.  Sadly, such exuberance has led to little consensus and even less confidence that the true causal nature of war has been unearthed.  Such an abject failure exists for various methodological, empirical, and theoretical weaknesses found within the three schools.  Each of these failings will now be detailed in turn. 


Methodologically, the chief criticism that can be leveled against political scientists is the incompatibility of claiming to explain long-standing historical trends when the evidence cited is either insufficiently ‘systematic’, or fails to capture the full breadth of human history.  In terms of the latter concern, many of these studies sorely lack examination of cases extending beyond the modern era.  For example, in the their statistical analysis of the power transitions argument, Organski and Kugler constrain their examination to “test periods” no earlier than 1860.
  Kugler and Domke fare worse, researching no further into the past than 1904-5’s Russo-Japanese War.
  This restriction represents a serious failing, for not only does it reduce sample size, it also deeply undercuts the applicability of the literature’s insights across time and space.


As for the former concern, even research that goes beyond the immediate past does so in a haphazard and unsystematic fashion.  For example, while Gilpin’s argument pays close attention to the key historical developments and dynamics of the last two millennia,
 the work is primarily a deductive model and accordingly makes no concerted attempt to match its findings (that risers attack when disequilibrium is reached) with the empirical record.  Gilpin’s is a fine, logically-interconnected theory.  But it has not been proven correct.  Another illustration of this weakness comes from Copeland.
  True, his Origins of Major War takes a decidedly more empirical focus.  Yet even here breadth is obtained only by sacrificing rigour, for while conflicts as distant as the Punic Wars are included, the work provides no concerted treatment of power dynamics over time—nor even provides a methodology of how best to track these trends.  Case studies are chosen for their qualitative virtues, rather than a systematic quantification of the power dynamics behind these clashes.  Copeland’s approximations of power are based on historically-contingent, qualitative claims, and therefore lack the ability to prove the underlying hypothesis (that decliners attack) from one historical epoch to the next.


In many ways this failure of methodology is predicated on a lack of accessible data.  The popular—and intensive—Correlates Of War (COW) dataset, for example, extends back no further than 1815.
  In fact, even the (much harder to obtain) U.S. Army Concepts Analysis Agency’s CDB90 dataset includes no battle older than the 17th century.  Critically, this is not because historians have failed to uncover rough approximations of the quantitative facts surrounding the history’s major battles.  Such surveys do, in fact, exist.
  The problem is that their data has simply not been collected into a single, accessible database.  This glaring error is one of the primary motivations of this paper.


From a theoretical standpoint, the literature’s most aggregious shortcoming is that political science’s two most powerful arguments—preponderance and technology—have completely antithetical conceptions of what underlies military capability.  On one hand, the advocates of preponderance contend that stability is achieved through a balance of power.  When no state or alliance enjoys a numerical advantage over its neighbours, the attractiveness of war is diminished.  Remove one’s power preponderance and the prospect of victory becomes more elusive.  Technology theorists, however, are far less sanguine—and certainly care less about power equality.  True, when defensive technologies reign supreme, arms racing will become less hectic, and thus the system as a whole will enjoy far greater stability.  In these conditions, even the preponderant will have a difficult time translating their strength into offensive action.  In contrast, when offensive technology dominates, states face a common danger: offence works, while defence does not.  States can therefore band together all they want, yet can any aggressor will still enjoy the advantage of offence-conducive technology.  This widespread vulnerability adds suspicion to military preparations, a fear that can foment vicious conflict spirals culminating in war.
  As such, preponderance and technology theories lay in theoretical deadlock.


What is doubly troubling is that neither preponderance nor technology theory holds up well when subjected to the weight of evidence.  Indeed, there exists frequent disconnect between the literature’s theoretical predictions and empirical reality.  Nowhere is this a more serious problem than with the preponderance school.  According to this logic, numerically preponderant belligerents should appear victorious in both the wars they enter and the battles they fight.  However, when Biddle contrasted this prediction against COW data, running from 1900-1992, the preponderance argument proved only marginally more accurate than a random coin toss.  To clarify, nations with greater GNP, population, military expenditure, and so forth, than their adversaries, emerged victorious from wars no more than 62% of the time.
  Such weak results are a grevious blow to the preponderance school, for it appears that numerical superiority is by no means the guarantor of victory.


It can be argued that this relative equality between weak and strong is because preponderant states remain less committed to a particular conflict.  As a consequence, the strong may be willing to concede defeat more easily than a smaller, albeit more determined, adversary.  Critically, though, such asymmetries in political commitment should have no bearing on battlefield performance.  For example, the American public’s reticence to remain engaged in Vietnam did nothing to take away the US Army’s air mobility and firepower superiority—it only lowered the threshold at which the level of American casualties became political unacceptable.  North Vietnam had only to endure until this point had been reached.  As a consequence, one should still expect numerically and materially preponderant military forces to enjoy more favourable battlefield results.  Unfortunately, once again the claims of preponderance advocates do not hold, for when battlefield performance (most commonly measured in loss-exchange ratios) is contrasted against balances in military expenditure (a fair proxy for material preponderance) over the last century, no relationship emerges.  Once again, if wealth and power are truly fungible, when an attacker outspends the defender, he should incur proportionately fewer casualties.  If strength is the power to kill, more strength equals more killing.  Yet COW data for the time period 1900-92 demonstrates no such connection.
  All told, the evidence indicates no support for the assertion that preponderance predetermines war’s outcomes.


Technology theorists face similar empirical anomalies.  The most obvious criticism of technology theories, both systemic and dyadic, is that they suffer from an obvious lack of empirical evidence.
    First and foremost is the deep chasm between technological capability, particularly in the realms of speed and lethality, and actual battlefield performance.  In terms of the former, weapons have only become more proficient at their craft.  Nevertheless, since 1600 average daily battle casualty rates have dramatically declined.
  Mobility has suffered similar admonishment: by the late 20thC, the nominal speeds of weapons typically differed from realized rates of advance by factors of 30-100.  “Tanks from the 1970s able to drive 30-40 kilometers per hour on the proving ground, for example, averaged less than 4 kilometers per day in combat against significant opposition.”
  This disconnect does little to instill faith in the technologists’ central tenet that battle outcomes will reflect the technological conditions of the day.  


Similarly disheartening is the lack of a relationship between technological conditions and the ease with which victory is achieved.  Again, systemic theorists contend that in epochs dominated by offence-conducive technology, attackers will be more successful, and thus win the wars they initiate.  In eras of defense-conducive technology, the opposite will be true: attackers will fail and defenders will prevail.  To test this hypothesis, most analysts break the 20thC into intervals of 25 years.  During the first quarter (1900-24), defensive technology—exemplified by machine guns, barbed wire, and long-range artillery—dominated the battlefield.  In the next quarter century, conditions shifted somewhat to favour the offence, as the tank, airplane, and radio were deployed in ever greater numbers.  In the third quarter (1950-74), offence gained even greater potency—at least for nonnuclear states—as the tank and airplane were further perfected, and the radio fully matured.  Finally, the deployment of precision guided anti-tank and anti-aircraft missiles in the century’s last quarter (1975-99) brought a resurgence in defence, halting much of the offensive potency enough by armour and ground attack aircraft so enjoyed in the third epoch.
  One would expect, then, that an attacker would struggle mightily in the first period, perform rather well in the next two, and then return to serious difficulty in the fourth.  Unfortunately, when contrasted against the actual result of 20thC conflicts, systemic technology theory falls flat.  Rather than offensive success varying according to the technological conditions of the day, attackers enjoyed victory in roughly 2/3s of all cases between 1900 and 1974.  While technological conditions changed greatly over the century’s first 75 years, an attacker’s odds of victory did not.  Only in the final period (1975-99) was changing technology coupled with declining fruitfulness of offensive action.
  The 20thC therefore fails to provide overwhelming evidence in favour of the systemic technology argument.


Dyadic technology fares little better.  The chief test for this theory was devised by Biddle (2004), who compared the age of tanks and aircraft employed by belligerents in 16 wars between 1956 and 1992.  Using the date of weapons introduction provided a proxy for technological sophistication: the newer the weapon, ceterus paribus, the more advanced it would be.  Upon comparison, the results were hardly encouraging: of the 16 wars studied, a mere eight were won by the technologically superior side.
  Even exchange loss rates remained wholly independent of technological conditions.  As such, technological supremacy neither ensures a combatant wins wars nor even is favoured with lighter casualties.  Once again, an elaborate political science theory has proven itself no better at prediction than random chance.  Such wariness of dyadic technology theory only gathers further strength upon recognition that technology asymmetries are highly sensitive to preponderance.  A belligerent may have inferior weapons, but if both willing and capable of enduring greater losses than its opponent, this technological condition can be overcome. 


To round out empirical criticisms, it should be noted that although preponderance and technology theories have poorly described the 20thC, at least they have been subjected to empiricization in the first place.  The same cannot be said for proficiency theories.  Historians, for example, have written endless case studies of incredible military feats—such as a Hannibal’s bold march through Alps, Genghis Khan’s cruel sweep through the Eurasia plain, and Napoleon’s relentless hunting of Austrian armies in Northern Italy.  There have also been great works surveying strategic thought, outlining how generals have harnessed the concepts mass, maneuver, firepower, and then translated these into victory on the battlefield.
  Yet these fascinating accounts contain no concerted effort to match theory with evidence
—a fact reflective of the historian’s concern with description over explanation.  


More recently, political scientists have tried to assigned numerical values to ideas such as ‘force employment’ and ‘strategic posture.’  Militaries themselves have endeavoured to create elaborate simulations of combat in the modern era.  Unfortunately, this unruly field is simultaneously plagued by both a lack of empiricization and a surfeit of mathematical detail.  On one hand, historians are unwilling to quantify the genius of Napoleon and contrast his to that of another.  In contrast, quantitativists such as Stam et al (1996, 1998) and Biddle (2004) have been overwhelmed by their statistical models and can no longer see the forest for the trees.  Biddle, for example, offers some 24 separate hypotheses and an intricate, 31-page formal statistical model.
  In such a sprawling mathematical equation it becomes unclear what simple tests can be performed across time.  Should one examine the relative shallowness of defence in depth, or the command independence of small units?  How best to test this theory across time?  It becomes impossible to test the model without adhereing to all of its parameters, thus the model can only be gauged according to the relative efficacy of its own logic.  Unfortunately, such a condition opens up the danger of circularity: it is tautological to only explain a model, rather than disparate historical data points.  At worst this risks becoming a tautology; at best, such dense writings have become terribly unwieldy for the scholar, the policymaker, and even the unit commander.  


Although proficiency theory deals with the empirical record in a rather awkward fashion, a far more serious matter is the theory’s glaring theoretical concerns.  This is not for a lack of trying.  For example, Biddle’s (2004) combination of case studies, statistics, and experiment does much to advance the core argument that the lethality of modern war can be mitigated by such fire and movement tactics as those devised by both Germany and the Entente during the closing years of World War I.  The evidence does indeed suggest that a combination of troop dispersion, small unit independence, effective combined arms cooperation, and differential concentrations can bring stunning victories at a relatively low cost.  This is however, far from the whole story.  What Biddle and his strategy colleagues miss is that war is more than just about battlefield performance.  It is, as Clausewitz suggested, politics by other means.
  To ignore the political underpinnings of conflict is to miss the fact that war is rooted in political ambition, and is therefore a creature of more than just the battlefield.  There is much that goes on both before and after two armies meet.  


To be fair, Clausewitz himself was only partially correct.  True, war is about politics; but it is also about economics.  Throughout history, militaries have frequently been overwhelmed, regardless of their tactical acumen and political goals.  Even as its empire faced waning days, the Roman Legion still dramatically outclassed its Gothic rivals—yet this did nothing to prevent the catastrophe at Adrianople.  Marius himself only rose to prominence after barbarians had overwhelmed mighty legions and placed the republic in grave danger.
  And Biddle’s theory founders when confronted by the fact that even great armies can simply run out of gas.  Germany’s collapse in 1918 was not the result of inferior tactics or strategy, but rather that there were no more soldiers left to follow up Ludendorff’s great offensives.  Consequently, for all the empirical anomalies presented by the preponderance school, numbers do matter, at least to some extent.  At the same time, technology surely plays some role in victory, for few would deny the impact of Rome’s engineering works at Alesia, Prussia’s long-range artillery at Gravelotte, and America’s fighter-bombers in the Persian Gulf had on their respective victories.  Neither numbers, nor technology, nor strategy provide the sole answer to why nations rise and fall through war, nor even why they choose the course of violence in the first place.  But they do each provide critical insight.  


All of this is to say there exists a glaring need to connect political and material structure to war.  Existing political science theories on victory and defeat are hung up on the idea that wars occur in isolation from structural realities, and of their own accord.  Instead, what is needed is a theory that recognizes that war is part of a much larger phenomenon—that victory and defeat reflect a complex interplay between structures and resource bases and efficiency.  Biddle (2004), for example, can explain how improved force employment led to massive gains in Germany’s 1918 Operation ‘Michel,’ but not why Germany eventually collapsed under the strain and the Entente did not.
  Force posture is simply a multiplier of underlying strength.  It is, as we shall later see, the square on top of the circle.  Thus when a nation reaches a critical breaking point, no level of strategy gift can rescue its military ambitions.   By 1813 Napoleon was on the defensive, as was Germany in 1943.  This occurred not because their opponent’s had fully proficiency of Napoleon and the Wehrmacht, but rather because sheer and utter exhaustion had set in.  It is well worth remembering that although the German army in World War II enjoyed a combat effectiveness ranging between two and three times greater than its Russian adversary, Moscow was able to overcome this disadvantage by simply mobilizing more than three soldiers for every one German.
  The ‘German genius for war’ simply could not keep pace with the massive manpower and material reserves of the Soviet Union.
  Similarly, Great Britain could not outfight Napoleon, but it could borrow money at far lower interest rates, thereby financing the Emperor’s enemy’s for year after bloody year.

 
It is a mistake to assume wars are decided solely on the battlefield.  Victory and defeat are in fact as much a reflection of the structure of material resources provided by a political/economic framework as the brilliance and dullardry of generals.  Strategy cannot overcome structural realities—at least in the long run.  Wellington said Napoleon was worth 100,000 soldiers.  This estimation may have proven somewhat excessive, given Napoleon’s lackluster performance at Waterloo.
  Yet even if the Emperor’s great genius provided one final victory is this very near-run affair, there were 300,000 troops on the march waiting to close in.  What is needed is therefore a theory which reflects not only battlefield acumen, but also the political and economic (structural) realities that do so much to decide battles even before they are fought.

3. Data.

A. Empirical Backdrop
“…history is the keyboard on which these individual notes are sounded…I would conclude with the paradox that the true man of action is he who can measure most nearly the constraints upon him, who chooses to remain within them and even to take advantage of the weight of the inevitable, exerting his own pressure in the same direction.  All efforts against the prevailing tide of history—which is not always obvious—are doomed to failure.” - Fernand Braudel

“the invention of gunpowder hath quite altered the condition of martial affairs over the world, both by sea and land.”  Robert Doyle, 1772.


An individual’s selection of alternatives takes place within the prevailing tide of history.  As Herodotus argues, circumstances rule men; men do not rule circumstances.
  This is not to say that we cannot influence our surroundings, but rather that human activity is subject to over-arching conditions of little choosing.  In this study, four structural issues are of paramount concern: biogeography, population growth, economic size, and military technology.  Together these forces have shaped the course and conduct of violence throughout human history, for they outline the material and ideational demand, resource supply, and means for war.


Biogeography is the relationship between geography (climate and terrain) and living organisms (flora and fauna).  Although almost invariably overlooked, biogeography is the fundamental constraint on all life, including human.  Even today, despite the development of wonderfully productive agricultural technologies, biogeographical realities condition how many people can survive on the planet—there is only so much food that can be grown given a particular level of technology.  It is therefore to the good fortune of the modern world that the agricultural productivity frontier has risen faster than population growth.  One cannot, however, deny that such a frontier is real.  Cross it and starvation ensues.


Prior to the invention of agriculture, humans lay at the total mercy of whatever amount of food the local environment could provide.  Lacking the political and economic order necessary to accumulate and distribute surplus from one season to the next, the earliest hunter-gatherers could do little more than hope for—or search out—plentiful game and lush vegetation.  The heights to which a human population could grow were sharply bounded by the biome within which that community lived.  Such densities ranged from the sparseness of the arctic to the relative abundance of the subtropical savanna.  In each case, population was defined by strict limits outside human control. 

3.1 Biome vs. Population Density & Size (314km2 catchment territory).

	Biome
	Biomass (kg/km2)
	Pop density (persons km2)
	# of persons

	Arctic
	200
	0.0086
	3

	Subtropical savanna
	10,000
	0.43
	136

	Grassland
	4,000
	0.17
	54

	Semidesert
	800
	0.035
	11


*F.A Hassan, Demographic Archaeology, (New York: Academic Pres, 1981), p57.

Wilson, Sociobiology p565: general rule: when a diet consists of animal food, roughly 10 times as much areas is needed to gain the same amount of energy yield as when the diet constists of plant food.  Modern hunter-gathere bands constiangin about 25 individuals occupuy betewn 1000 and 3,000 km2—comparable to home range of a wolf pack, but as much as 100x greater than that of a troop of gorillas, which are exclusively vegetarian.

With the advent of agriculture roughly 10,000 years ago, a measure of flexibility was added to the equation.  Such changes took place first in the Middle East, home to two vital precursors to farming: cows and grass.  With organisms so suited to domestication on hand, there is little surprise that agriculture originated here first.  Although it took several thousand years for the results of this development to begin to show, the consequences were stunning.  In no place was this more the case than Egypt, which began to take hold of agriculture in roughly 7000 BC, and soon after was bursting at the seams.  Whereas hunter gatherer societies could achieve a population density of no more than 0.01-0.1 per km2,
 Egypt reached a population density of 10/km2 of habitable terrain as early as the opening century of 4th mil BC.  By 3000 BC, Egyptians were living in densities of ~20km2, entailing a national population of one million.
  A flood plain amenable to agriculture provided the demographic basis for the emergence of Egypt as world's first political unit of a significant size.
 


But the agricultural revolution caused more than just population growth.  Suddenly, a region’s political order began to matter.  Prior to agriculture, there was no difference from one group to the next.  The size of each tribe and band was determined by the fertility of the local biome.  At this level of technology, the Malthusian limit was immutable, regardless of the political structure put in place.  With farming, however, not only did rising surplus permit higher population densities, but so too could this be accumulated.  With agriculture there emerged more mouths to manage and surplus to distribute.  More importantly, the effectiveness of a particular political and economic system suddenly came to matter.  Resource supply was no longer simply contingent upon which biome your band managed to wander into, but also depended on how effectively the prevailing political and economic order could squeeze resources from the biogeographical circumstances.  Loosely organized pastoral communities, for example, could manage far lower population densities—and thus a far different range of political, economic, and social choices—than the strictly hierarchical societies that organized the great early irrigation projects that sustained the relatively massive populations of the early world.  In effect, only with the agricultural revolution did politics come to matter.  

3.2 Agricultural System & Population Density (numbers supported per km2)

	Agricultural System
	Population Density

	Modern Societies
	USA: ~30; India: ~300; Bangladesh: ~900

	Preindustrial Europe
	40-60

	Intensive Premodern Irrigation
	(ie Egypt ~3900 BC: 10.0; 3000 BC: 20.0)

	Small-scale subsistence farming
	0.2-12.0 

	Fully Developed Agriculture
	1-3

	Predominantely Agriculture
	0.4

	Pastoralists
	0.2-1.0

	Foragers
	0.01-0.5


*Source: Christian (’05), p268, drawn from: Massimo Livi-Bacci, A Concise History of World Population, trans. Carl Ipsen (Oxford: Blackwell, 1992), p27; Allen W. Johnson and Timothy Earle, The Evolution of Human Societies: From Foraging Group to Agrarian State, 2nd ed (Stanford: Stanford University Press, 2000), p125.  Egyptian and italic figures from McEvedy & Jones, p208, 273.  [check page p273].

Historically, the trend has been for these high-population polities to come to dominate the low population regions.  This dynamic is easy to observe, for human history has been characterized by ever-increasing global population density: since end of Paleolithic era world population has multiplied 1000-fold, rising from 6 million to 6 billion.
  What this means in a practical sense is that as human history has progressed, political orders favouring high population densities have relentlessly push those of low densities either to the margins or overwhelmed them completely.  Consquently, population can be viewed as a proxy for political sophistication, at least until the demographic transition and population slowdown witnessed by the post-WWII world.  And it is to such population dynamics we next turn.  
3.3 Global Population Density (total land surface of earth [incl Antarctica]: ~148mil km2).

	Date
	Density  (person/km2)

	8000 BC
	1

	3000 BC
	8

	0 AD
	42

	1800 AD
	160

	~2000 AD
	1,013


*Adapted from Christian ('05) p198.


If the agricultural revolution brought about politics, population growth drives the demands for which it must feed; it is the core driver of demand for surplus, of mouths to feed, and items to collect.  This requirement manifests itself through three core areas of concern.  Firstly, wars are struggles between people, and thus population density is one of the key pressures towards war.  When the world was empty, there were few wars.  Upon disagreement, bands of early humans would simply disperse further.  In 8000 BC, for example, global population density averaged no more than 1 person per km2—a figure far more conducive to loneliness than struggle.  Over time this would change, as by 0 AD density had risen to 42 per km2, and by 2000 AD, 1,013.
  This means that there are no longer any places to disperse to, meaning conflicts must be reconciled, rather than simply avoided by a march into the empty hinterland.  Another consideration is the fact that people consume material goods.  In this sense, more people implies a greater demand for resources.  Consequently, growth in population can be seen as an expansion in demand.  As we will later see, this can have dangerous repercussions.  Lastly, population can be used as a rough metric of a society’s political and economic sophistication.  Again, at least until the modern demographic slowdown, population can be viewed as a “crude index of prosperity.”
  In fact, prior to the industrial revolution, there was very little difference between population growth and economic growth.
  In an absence of sustained economic growth, both numbers remained roughly equal, as any technical or organizational advantaged developed would lead to population growth sufficient to consume this additional surplus.  Demand and population therefore go hand in hand. 


Given the importance ascribed to population data, it is unsurprising that demographers have long studied such trends.
  The consequence of this intense scholarship is that rough figures exist even for prehistoric times.  Upon plotting such data, two distinct trends can be observed.  The first is the inverse relationship between life expectancy and average fertility.  In earliest times, humans did not tend to live very long.  In both Stone Age foraging and Neolithic agricultural societies,
 no more than 50% of all children born could be expected to reach adulthood.  Of those that did, their lifespans were rarely more than 25-30 years (though some managed to live until their 50s and 60s).
  This ghastly condition was slow to improve.  As late as 1000 AD, the average infant could expect to live only around 24 years, largely because fully 1/3 still died in the first year life.
  Meanwhile, hunger and disease would ravage the survivors, ensuring the rest would rarely live beyond their 30s and 40s.  Worse, during the middle of the last millennium average life expectancy actually fell, thanks to the endemic nature of the deadly plague.
  By the 1800s, however, life expectancy was firmly on the rebound, with global average lifespans jumping to 26 by 1820, 31 by 1900, and 66 by 2000.  If figures for the West are separated, the explosion since the Industrial Revolution becomes even more pronounced: in the West, the average person will now live to an astounding 79 years.


What is fascinating is that as life expectancy has slowly trended upwards, fertility has worked in precisely the opposite direction.  Life expectancy inversely impacts the number of children a woman has.  This relationship has been straightforward, falling from more than 7.5 children per women in Neolithic times, when life expectancy was barely more than 16 years of age, to 4.5 (in 1780), when Norway enjoyed a life expectancy of 37 years, to no more than one child per woman in modern Japan, where life expectancy exceeds 80 years.
  This trajectory has been replicated in regions as disparate as China and Russia, and has maintained a consistency over time.  In short, then, a longstanding trend across time and civilizations is that when life expectancy goes up, fertility rates go down.
3.4 Life Expectancy, 1000-2002 AD (years at birth, for both sexes combined)

	Date
	World
	West
	Rest

	Paleolithic
	18
	na
	na

	Neolithic
	16
	na
	na

	0 AD
	24
	na
	na

	1000 AD
	24
	24
	24

	16th C
	19
	na
	na

	17th C
	19
	na
	na

	18th C
	20
	na
	na

	1820
	26
	36
	24

	1900
	31
	46
	26

	1950
	49
	66
	44

	2002
	66
	79
	64


*Source: Maddison ('05) p6, Sabillon p103, Livvi-Bacci (’07) p18

3.5 Fertility Rates & Life Expectancy
chart: Fertility Rates & Life Expectancy

Livvi Bacci charts, p18, 19



The second trend concerning population is even more profound.  While there have been fits and starts on humanity’s long trek to lengthened life expectancy, the growth in absolute numbers of humans has been relentless.  100,000 years ago, the total human population totaled a mere 10,000 individuals—a population level so low as to be in danger of extinction.  This precarious balance changed little, as 70,000 years later and the estimated world population was still no more than half a million, implying a per century rate of growth of 0.56%.


More specifically, the world’s population has been lifted by three great macrocycles: from the first humans to beginning of Neolithic era; from the Neolithic to the Industrial Revolutions; and from the Industrial Revolution to the present.
  It has been estimated that 100,000 years ago, with the Stone Age (or Paleozoic) well underway, the earth was home to some 10,000 people—a population so low as to be in danger of extinction.
  Consistent growth, however, ensured that, by the beginnings of the Agricultural Revolution (roughly 10,000 BC), the total reached 6 million.  Such a pace implies a per century growth rate 0.71%.  What is important here, however, is that such growth occurred not because higher population densities were achieved, but rather came as a result of the slow yet methodical expansion of the human settlement area.  By 10,000 BC there were few arable regions which the young homo sapiens had not yet made home.  This peak marks the end of the first population cycle.


With nowhere left to turn, and population pressing against the maximum threshold foraging would allow, innovation took hold and agriculture was born.
  Thus began the second great population cycle: that of the Agrarian era.  True, the emergence of agriculture was a slow and painful birthing process,
 yet the ramifications were to bring the rise of civilization and change the world forever.  Indeed, once the fruit’s of the agricultural revolution began to take hold, the rate of per century population growth more than tripled.  Indeed, the first 5,000 years of tentative agricultural innovation saw global population jump from 6 million to 50 million.  With such numbers the earliest city-states arose in Mesopotamia and Egypt.  Similar patterns of development were witnessed in other fertile valleys, such as the Indus and Yellow River basins.  By the time of Augustus, the global population was 250 million strong—largely the product of efficient classical agriculture, which ensured a per century growth rate of 7.62% from 1000 BC to 0 AD.  Overall, the centuries between 8,000 BC and 1,000 AD averaged 4.23% population growth per century.  


The third cycle—and by far most dramatic—began in the Early Modern period, particularly as the Industrial Revolution took hold.  Early signs of the growth potential were evident as early as 1200 AD, when a combination of improved farming practices (such as crop rotation and manure spreading [?]) and recovery from the depravations of the post-Roman interregnum permitted century-on-century population growth by reach nearly 27%.  Disease would subsequently strike the 1300s in a form so virulent as to be known as the ‘Black Death,’ but the underpinnings of a subsequent population acceleration were not easily undone.  By 1600 the pace had quickened once again: 680m in 1700.  This, however, is where the second great acceleration begins, for the development and spread of modern agriculture brought about previously-unheard of population growth.  The global total exploded from less than one billion in 1800, to 1.6bn  in 1900, to well over 6bn today—the latter being a per century rate of an astounding 462%.  Only now do recent UN estimates suggest this rate of growth is finally slowing,
 suggesting a fourth cycle is in the offing.  Nevertheless, there can be no doubt that population growth has been on of the most remarkably, inexorable feats of human history.  The importance to our story, moreover, is that these swings, as we shall see, have great effect on the course and conduct of war.
3.6 World Populations & Growth Rates (10,000 BP to present).

	Actual Date (~)
	Est World Pop
	Rate of Growth Each Century since previous Date (%)
	Implied Doubling Time (years)

	100,000 ya
	10,000
	-
	-

	30,000 ya
	500,000
	0.56
	12,403

	8,000 BC
	6,000,000
	1.25
	5,580

	3,000 BC
	50,000,000
	4.33
	1,635

	1,000 BC
	120,000,000
	4.47
	1,583

	0 AD
	250,000,000
	7.62
	944

	1000 AD
	250,000,000
	0
	infinity

	1200 AD
	400,000,000
	26.49
	295

	1400 AD
	375,000,000
	-3.18
	na

	1600 AD
	578,000,000
	24.15
	320

	1700 AD
	680,000,000
	17.65
	427

	1800 AD
	954,000,000
	40.29
	205

	1900 AD
	1,634,000,000
	71.28
	129

	1950 AD
	2,530,000,000
	139.74
	79

	2000 AD
	6,000,000,000
	462.42
	40


*Adapted from Christian ('05) p143.
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3.7 Growth Rates in Different Historical Eras.
	Era
	Start (year BP)
	End (years BP)
	Pop at Start (mils)
	Pop at End (mils)
	Rate of Growth Each Century (%)
	Implied Doubling Time (years)

	Late Pal. Era
	100,000
	10,000
	0.01
	6
	0.71
	9,752

	   Mil Pal.
	100,000
	30,000
	0.01
	0.5
	0.56
	12,403

	   Upper Pal
	30,000
	10,000
	0.5
	6
	1.25
	5,579

	Agrarian Era
	10,000
	1000
	6
	250
	4.23
	1,673

	   Early Ag
	10,000
	5000
	6
	50
	4.33
	1,635

	   Era of Ag Civs
	5000
	1000
	50
	250
	4.11
	1,723

	   Exc. 1st mil CE
	5000
	2000
	50
	250
	5.51
	1,292

	Modern Era
	1000
	0
	250
	6000
	37.41
	218

	   Early Mod Era
	1,000
	2000
	250
	950
	18.16
	415

	   Indust Era
	200
	0
	950
	6000
	151.31
	75


*Christian (’05), p144.
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To better understand the three cycles, we can move from the global aggregate to a specific, national example.  Such detail clarifies the argument, for global aggregate totals somewhat dull the cycles’ contours, as the timing of demographic accleration varies slightly from region to region.  In contrast, focus on a specific country means practically the entire population is undergoing the demographic transition, and thus the distinction between cycles becomes more pronounced.  In effect, national figures are not weighted down by large, dormant areas, such as the Americas, which underwent such transition much later.  In this sense, Egypt—benefactor of an early population explosion and subsequently straightforward population trend lines—makes for a particularly clear case.  
3.8 Three Cycles of Egyptian Population (mils).

*Source: McEvedy & Jones, Atlas, p227, 226.


The second major structural concern of is that of economics.  This is meant as a society’s total stock of material wealth.  Such considerations matter for two reasons.  Firstly, humans are predisposed towards material accumulation.  Should they be unable to acquire surplus domestically, the wealth of neighbours becomes a particularly tempting prize.   Little surprise then, that war largely arose as organized theft.
  Secondly, economics matters to conflict studies because accumulated wealth provides the sustenance for prolonged conflict.  In this sense, wars are essentially investments: capital is expended in the hope of securing a far greater dividend upon the cessation of hostilities.  Of course, the larger the investment—predicated on the larger the economic size—the greater lengths to which a war can endure. 


As mentioned above, the amount of wealth in human history has roughly traced population growth, at least until the massive economic expansion that has taken place since the Industrial Revolution.  Tracing global population is thus an effective approximation for global output, at least until the latter half of the 2nd millennium AD.  Using Maddison (2003), the most systematic numbers available, demonstrates this relationship:

3.9 Population Growth & GDP (pop: mils, GDP: Intl GK $).


[image: image1.wmf]
It was not until the Industrial Revolution was well underway that the shackle between population and economic growth was broken.  This fact holds important methodological and theoretical implications.  In terms of the former, the symbiosis between population and economic growth permit the use of population measures as a rough proxy for relative economic size.  This is useful, given how there exists far more reliable estimates of early populations than confident tabulations of accumulated wealth.  As for theoretical implications, it matters greatly that wealth has merely kept pace with population growth, and vice versa.  Lacking an ability to domestically increase per capita wealth rates at any hurried pace—that is, improve the standard of living of each person within a particular political order—rulers would have to look beyond their borders to increase the total stock of wealth.  Prior to the Industrial Revolution, then, wars enjoyed a serious economic motivation.  This will be elaborated upon in further chapters.

[3.10 need further graph for industrial revolution—when precisely happened?]

- precursor: a) institutions, b) agriculture, c) science

a) institutions.

b) ag:

 Wrigley has developed a very

different interpretation. In (1988, p. 39) he concluded his penetrating new analysis thus “The single most remarkable feature of the economic history of England between the

later sixteenth and early nineteenth century was the rise in output per head in agriculture”.

Wrigley (2004. pp.38 and 43) concluded that agricultural output per head doubled

between 1600 and 1800, and that “output per head overall may well also have doubled”.
c) science: first European university opened in 1080; by 1500 there were 70 such seats of secular learning across Western Europe (Goodman and Russell, 1991, p25).  

Maddison: 04 p24: until mid-15thC most of the instruction was oral, and the learning process simlary to that of ancient Greece.  But Gutenberg’s press changed everything. Einstein 1993 p13-17 observes that from the first book in Mainx in 1455, by 1500 220 printing presses were in operation in Western Europe, have produced 8 million books.

-Maddison ’04 p25: whereas it would take a scribe a full year to reproduce Plato’s Dialogues, in 1483 the Ripoli press produced 1,025 in that time.  By the middle of the 16thC Venitian presses would puming out some 20,000 titles, including music scores, maps, and most important, a “flood of new secular learning.”  Cheap printing meant books more for their challenging (thus financially risky ideas), versus articist reproductions of established accomplishment.
3.11 Agricultural Precursor ()

3.12 Growth in Science (European industries).

-epoch of modern economic growth more than just about industry, and thus technology.  Instead, instituinons and ag mattered too.

-current thinking (based on Crafts and others regarding British performance int eh 18th C): transition from ‘merchant cpaitalism’ to ‘modern economic growth’ took place in Britiain around 1820.  Not a simple ‘takeoff,’ staggered across Europe, in the Gerschenkron-Rostow mold, but rather the acceleration of growth in the early 19thC was was quite general in Western Europe post the Napoloenic Wars—though clearly much fasater than the 18thC and before.

-4 striking developments post 1820: a) dramatic increase in stock of physitcal capital, partiucalrly for machinery and equipment (evidence of dramatic acceleration of technical progress), dramatic increase in investments in human captital (years of formal education), again linked to technical progress—took educated workforce to operate these machines.  At same time, educated people into R&D process lead to further technological progress. c) international specialization (as represented by international trade to GDP ratio).  d) Composition of energy inputs changed: Maddison ’04 p19-20” In 1820, 94 per cent came from organic matter. In 1998, mineral  fuels accounted for 89 percent per cent.  The input of human energy was very

significantly reduced. Hours worked per head of population dropped by 40 percent in the

UK and Japan, and 20 percent in the USA.

-switch from hunter-gathering to food production starts around 75,00 BC in Jericho (Kenyon 1958), to bronze age, shortly before 3,000 BC (metal tools and weapons introduced, writing invented), to iron age (from 1,200 BC) (tools and weapons become much cheaper, writing began to be alphabetic, coinage invented, scientific though beings, inter-regional diffusion of technology accelerated).
3.12 Gross stock of machinery & equipment per capita (1990 $).
	
	UK
	USA
	Japan

	1820
	92
	87
	na

	1870
	334
	489
	94 (1890)

	1913
	878
	2749
	329

	1950
	2122
	6110
	1381

	1973
	6203
	10762
	6431

	1998
	11.953
	25153
	29987


*Source: Maddison ('05), p13.
3.13 Average years of education per person employed (in equivalent years of primary education).
	
	UK
	USA
	Japan

	1820
	1.75
	1.5
	2

	1870
	3.92
	1.5
	4.44

	1913
	7.86
	5.36
	8.82

	1950
	11.27
	9.11
	10.6

	1973
	14.58
	12.09
	11.66

	1998
	19.46
	16.03
	15.1


*Source: Maddison ('05), p13.
3.14 Exports per capita (1990 $).
	
	UK
	USA
	Japan

	1820
	53
	25
	0

	1870
	390
	62
	2

	1913
	862
	197
	33

	1950
	781
	283
	42

	1973
	1,684
	824
	875

	1998
	4,680
	2,755
	2,736


*Source: Maddison ('05), p13,


While highly useful, GDP measures of accumulated wealth suffer from the fact that they extend into the past only limitedly.  An absence of hard data makes it difficult to tabulate output in any given year, leaving systematic comparison a rather dubious affair.  It therefore falls upon other metrics to competently grasp wealth accumulation trends in the longer term.  As mentioned above, population offers a useful—and well-researched—alternative.  So too do energy consumption trends.  Examination of energy data provides a rough guide to the relentless increase in sophistication and affluence of human economies.
  Hunters in the late Paleolithic era consumed the equivalent of 5,000 calories a day, 3,000 of which was directly obtained from their food sources.  In effect, it was an economy predicated on no more than meat, scavenged vegetation, and fire.  The onset of agriculture, however, permitted a nearly five-fold increase in energy consumed.  Not only had, by around 3,000 BC, average food intake grown roughly 1/3, to 4,000 calories per day, but the economic and technical sophistication that surrounded this leap in social complexity permitted consumption in other areas, such as industry.  By 1850, a typical industrial society consumed 77,000 per person.  Currently, this figure has reached a stunning 230,000 calories per day.  The contrast in energy consumption between the earliest human societies and a modern technological one some 7,700%.  Turning next to technology, one can see how such tremendous growth in wealth and physical manipulation of the world around us has included the power to kill.

3.11 Energy Use Over Time (calories consumer per day).
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*Source: I.G. Simmons, Changing Face of the Earth: Culture, Environment, History, 2nd ed, (Oxford: Blackwell, 1996), p27.
3.12 Energy Input & Population Density Over Time (note: GJ/ha = gigajoules per hectare).
	
	Energy Input (GJ/ha)
	Food Harvest (GJ/ha)
	Pop Density (Persons/km2)

	Foraging
	0.001
	0.003-0.006
	0.01-0.9

	Pastoralism
	0.01
	0.03-0.05
	0.8-2.7

	Shifting Agriculture
	0.04-1.5
	10.0-25
	10.0-60

	Traditional farming
	0.5-2
	10.0-35
	100-950

	Modern ag
	5.0-60
	29-100
	800-2,000


*IG Simmons, Environmental History: A Concise Introduction, (Oxford: Blackwell, 1993), p37.


No matter how capricious their intent, a person is poorly designed for violence.
  Biology has left humans relatively frail and thus not particularly well adapted to physical combat.  Our teeth and nails, for example, pale in comparison to the animal world’s most ferocious creatures.  Such limitations, however, cannot be ascribed to human ingenuity.  Instead, human history has been characterized by the constant innovation, perfection, and employment of an ever-increasing array of killing machines.  This leads us to a discussion of the fourth main structural force: military technology.


Any study of the capacity of weapons is marked by the relentless expansion of their capacity to kill.  Take the Roman gladius, or short Spanish sword.  When used by a professional, such a weapon could theoretically kill 23 people an hour.
  In time, this gruesome tally would worsen, as an infantryman’s tools benefited from unrelenting technological progress.  Firearms, for example, finally demonstrated their true battlefield potential with the arrival of the flintlock in the 17th century.  With this weapon, Total Lethality (TLI) rose to 43 dead per hour, followed by the 153 of the late 19thC rifle (beneficiary of the minie’ ball, whose devastation was so amply demonstrated on the battlefields of Inkerman 1854, Antietam 1862, and Gravelotte 1870).  Things really took off, however, with the advent of the machine gun.  A World War I model could theoretically kill 3,463 people per hour; one from the Second World War, 4,973.  With so much killing power in an individual’s hands, it is unsurprising that the Great War witnessed entire companies—advancing in the open, in long lines, and shoulder to shoulder—being devastated by just a few gunners. At the Somme in 1916, a sergeant of the 3rd Tyneside Irish recalled seeing:

“away to my left and right, long lines of men.  Then I heard the ‘patter, patter’ of machine guns in the distance.  By the time I’d gone another ten yards there seemed to be only a few men left around me; by the time I had gone twenty yards, I seemed to be on my own.  Then I was hit myself.”
  

In many cases, the slaughter became so horrible that, when they realized their own lives were no longer at risk, machine gunners would cease firing so that the more lightly of the enemy wounded could make its way back to enemy lines.
  Technology had demonstrated its mastery over boundless courage.


For all the carnage wrought by standard infantry weapons, it is artillery which has proved itself the real killer.  In the centuries prior to 1850, roughly 40-50% of all combat casualties were inflicted by artillery 
  A turn to TLI values makes it clear why, for even an early cannon, such as the 16th century’s 12-pounder, could theoretically kill 43 opponents per hour.  Gribeauval dramatically improved on this performance, and the consequent 940 TLI was instrumental to Napoleon’s stunning victories.  Progress, of course, did not stop in the 20th century, culminating with the unsurpassed French 75mm (TLI of 386,530), the common 105mm howitzer (912,428), and the 155mm ‘Long Tom’ (1,180,681).  This century also saw the emergence of the fighter-bomber (TLI of 1,245,789 in World War II), and the ballistic missile (3,338,370 of Germany’s V-2 variant).  Shockingly, all of this appears insignificant next to the destructive potential unleashed by seemingly benign equations of theoretical physics.

3.13 Theoretical Lethality Index (theoretical kills, per hour; assorted weapons).
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*Source: Dupuy ’95, p26-27.


The first atom split by human means happened in December 1938, when two German physicists bombarded a uranium sample with neutrons.  Unaware of what exactly they had accomplished, they turned to former colleague and Jewish émigré Lise Meitner for her thoughts on the matter.  Using Einstein’s formula, E=mc2, Meitner came to the startling conclusion that not only had Otto Hahn and Fritz Strassman broke apart the atom, but that a small amount of its matter had been transformed directly into energy.  Through extrapolation, it became clear that one pound of fully fissioned uranium would yield the equivalent of burning seven million pounds of coal.
  With this, the nuclear race began; by 1942 the Manhatten Project was underway, and on August 6, 1945, a uranium bomb was dropped by the B-29 Enola Gay on the industrial city of Hiroshima.  Three days later, Nagaski was similarly attacked, though this time with a plutonium device.  In the immediate aftermath it became clear that the potential uncovered by Meisner was no theoretical flight of fancy.  Within less than a week, more than 200,000 Japanese were dead or wounded, and two cities lay in complete ruins.
  A mere two bombs had pushed the Japanese—one of the most resolute societies ever to draw battle—into surrender.
  In the words of the bomb’s chief designer, J. Robert Oppenheimer, as he watched its first test, remembering some lines from the Bhagavad Gita: “Now I am become death, destroyer of worlds; waiting the hours that ripens to their doom.”


This technological feat set the backdrop for conflict throughout the entire postwar world.  The story, however, is rarely completely told.  Rather than remain satisfied with their stunning technological achievement, physicists on both sides of the Iron Curtain continued to expand the lethality of atomic weapons.  This research included making Hiroshima-like bombs more powerful and less consumptive of fissionable material.  More importantly, work was also pursued on a far more powerful alternative to nuclear fission: the fusion bomb.  This latter device was use the same process that fuels the sun, harnessing the 100 million degree heat generated by a fission event to fuse hydrogen nuclei into helium, thereby releasing very large amounts of energy.  


After less than a decade of steady work, the first test took place.  On November 1, 1952, a fusion device, codenamed MIKE, was left on a small Pacific Island in the Marshall chain and detonated.  It became immediately obvious that the weapon delivered on its terribly destructive promise, for when the massive fireball cleared ground zero, spectators were shocked to find that the whole island—one mile in diameter—had simply disappeared.  Subsequent calculations indicated that the blast had amounted to the energy equivalent of 10 megatons (10 million tons of TNT), or a yield roughly 1,000 times that of the device at Hiroshima.  “Everything worked,” explained one of the H-bomb’s architects, Luis Alvarez.
  But it was more than that: suddenly, the atomic bomb was a mere firecracker in comparison.  Thus, although successive generations have grown up with the horrors of Hiroshima and Nagasaki seared into their minds, contrasted against a potential fusion exchange, such events appear quaint.

3.14 Cold War Nuclear Exchange Scenarios (casualties inflicted).

[need chart]

Fortunately, no atomic device has been detonated in anger since Nagasaki.  We are thus left with data that is decidedly pre-nuclear.  Nevertheless, the trend towards ever-increasing lethality remains clear.  Compared to antiquity, the lethality of a (non-nuclear) modern army of 100,000 has increased some 2,000-fold.  Amidst such ferocity, the only way for a modern to survive has been to disperse over greater and greater distances on the battlefield.  Consequently, troop dispersion has increased some 5,000%.
  Whereas an army of 100,000 in Alexander’s day would form up within a single km2, Napoleon required 20km2 per 100,000 soldiers.  The pace with which this dispersion occurred was incredible.  During the Russo-Turkish War, the Russians held a 44-mile line around Plevna with 100,000 men, half the number of Germans needed for a similar front at Paris a mere seven years earlier.
  And it would not stop there, for while the armies of Grant and Sherman needed 26km2 per, Marshal Foche took 250km2.  Freed by radio and widespread mechanization, armies of Rommel consumed almost 3,000km2, and the tank-heavy Arab and Israeli armies of Yom Kippur in excess of that.
  The only way to survive has been to cover more ground.  The question remains, then, is whether or not, given a nuclear age, there is room to continue to outrun lethality.
3.15 Troop Dispersion Over Time (km2/ 100,000 soldiers).
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graph increase in lethality vs territory gained from wars( if Marshallian scissorse, can explain why great powers do not want wars with each other—or with someone who can inflict similar lethality—in the modern epoch

B. Methodology & Assumptions

The core aim of any scientific enterprise is to attain reproducible results.    Macromeasurement is no different.  The quantification of history, however, can only breed comparable results when the methodology is as explicit as possible.  Unfortunately, readers in this field are frequently confronted with little description as to how data has been coded. Many of the assumptions and methods that guide historical datasets often go unsaid.  This makes it extremely difficult to compare one set of results to another.  The need for precision when considering variously-defined terms such as ‘victory’ and ‘attacker’ makes this particularly important.  With such imperatives in mind, each variable has been clearly defined and its use precisely described below.


In terms of the main contours of the project, as the most comprehensive and accessible resource available, Perrett (1996) provided the backbone of the empirical data.  Thereafter, data from Chandler (1997) and then Badsey (1999) was used to add any missing battles and to reconcile gross discrepancies (that is, disagreements larger than an order of magnitude or ratios in a disagreeing proportion) through cross-referencing.  A total of 677 battles were included, although the amount of data available for each varies.
  In cases where figures with greater precision were available (ie 7,600 against 7,000), the former was adopted.  Also of note is that as the battle dates got closer to the present, especially by 1500, the penchant for discrepancy between casualty estimates tapered off dramatically.  Finally, all values have been double checked, and the data will be placed online, available through the author’s website. 


Before discussing each variable specifically, it is worth considering three core caveats.  The first is a recognition of the substantial over-representation of Western experience, particularly that of Britain’s civil conflicts.  Given the limited attention of Western military historians to Asian and other experience, it will take considerable time before this problem is rectified.  Another item of note is the increasing ‘tail’ of modern armies.  This shift of manpower to rear-echelon functions such as logistics and administration has had great impact on casualty figures.  Whereas the Greek Phalanx was a pure combat arm—with battlefront losses would be shared roughly equally across all ranks of hoplites—today’s forces incur vastly different casualty rates, depending on the soldier’s function.  Front-line battalions and companies, for example, face up to 50% losses in a single engagement, yet a rear-heavy army as a whole will average losses of just a few percent.  As a consequence, the relatively low, latter figures should not lead to the conclusion that life at the boundary of two modern armies is anything but brutal and short.  The third and final caveat is the need to remember that it is unreasonable to expect values of different data sets will match perfectly.  There will always be some accounting rule unacknowledged or assumption unstated.  What matters, however, is that slight rule variation is natural and thus tolerable; great disparities, however, are not.

Epoch: throughout this paper, history has been divided into six core epochs. Pre-

Civilization runs from 100,000 to 8,000 BC, and encompasses the emergence of homo sapiens from Africa to the onset of the Neolithic (or Agricultural) Revolution.  Early Kingdoms (8,000-500 BC) includes the first city-states and nascent empires which emerged in the Mesopotamian, Egyptian, Indus, and Huang Ho (Yellow) River valleys, followed by Classical Antiquity (500 BC - 500 AD), home to the mighty Roman and Han Empires.  The Medaeval (500-1400 AD) epoch incorporates the social decline of the Dark Ages, as well as the intellectual stirrings of the Renaissance—the latter of which set the foundation for the Early Modern (1400-1900 AD) era, which saw the spread of European ideals (and cannon) to virtually every corner of the globe.  The final epoch, the Modern (1900-present) includes not only history’s most unprecedented economic growth and population boom, but also demonstrations of atomic fury in both war and peace.

Battle: commonly recognized name of a single or series of tactical engagements, usually described according to the neighbouring region’s most notable geographic feature.  Battles were selected based on two criteria: a) how reliable and comprehensive was the available data, and b) was the conflict significant enough to warrant the attention of historians conducting broad surveys of the history of war?  This method does not mean to doubt the traumas associated with small-scale, intercenine warfare, but rather is a recognition that here lies the bulk of accumulated historiography, and thus where the project can best depend.  It is not the aim of this project to uncover new and important wars on its own.

Date: what is most commonly accepted, narrowed wherever possible to the month and day.

Forces engaged: peak number of ground forces both committed and engaged in the battle.  This number generally reflects artillery crews, though in some instances does not. When force estimates by vary widely, the median figure is used.  In cases of a slight discrepancy of figures, Perrett (1996) was generally used as the final arbiter. 
Preponderant: the side with more numerous forces engaged, for battles rely on immediate or tactical supremacy.  Note that this method does not preclude considerations of strategic preponderance, such as a larger economy or population base from which to draw.  Over time, those with larger national resources have the option of mobilizing armies larger than their opponent, something which occurred in wars as disparate the 2nd Punic, the US Civil, and WWI.  Carthage, the Confederacy, and Germany eventually cracked under the weight of enemy numbers, but many battles had past before this dynamic was felt.     

Battle length (days): number of consecutive days in which fighting has been conducted for a particular operation, rounded up to full days.  Thus a battle running from June 1 to June 3 would span three days.  This total is accurate to within in one day, given that leap years are generally not accounted for.  

War length (years): number of consecutive years in which fighting has been conducted during a particular war, rounded up to the full year.  Thus a war running from 1 AD to 3 AD would span three years.

Casualties: the total of killed, wounded, missing, prisoner, and deserted in the course of a particular battle.  During sieges, disease numbers are also included, though in the course of regular operations this dynamic is more a steady drain on fighting strength before a battle is begun.  During prolonged sieges, however, rather than being left at military hospitals, those able to move are likely to be alongside the barricades as well. 

Inclusion of POWs in casualty totals may be somewhat controversial, but is a useful measure of army cohesion—large numbers falling into enemy hands can help identify either failing generalship (being trapped by the opponent) or poor morale, but of which quite correctly impact proficiency scores in a negative manner.  The masterful Soviet victory during Operation Bagration (1944), for example, took the Germans completely by surprise, and thus the prisoners captured were justly deserved.  At the same time, prisoner percentage figures have been recorded separately, for those interested in the breakdown.  Additionally, note that casualties do not include the executions that have all too frequently followed a battle’s conclusion.

One problem is that casualty figures occasionally include only totals for combat deaths, and often make no mention of prisoners, particularly prior to the Seven Year’s War. Such a deficit exists partially because figure breakdowns become more imprecise as one moves further back into history, but also likely because frequently in history prisoners were simply were not taken.  Regardless, this lack of inclusion leads to an underestimation of the battle’s total losses when comparing one epoch to the next.  What is included does not, however, vary from one belligerent to the next, and thus an observer can still get a fair approximation of the battle’s division of pain.
POWs: prisoners of war.  This figure is for the total of unwounded taken into custody by the victor, in excess of those wounded on the battlefield now in the victor’s control.  

Attacker: defined as the belligerent who strikes first. More specifically, the definition aims to be a function of function of geographical reality.  Ideally, an attacker lures the enemy into a trap and then pounces.  This is, however, by far the most difficult variable to quantify.  When one force is dug in it is easy to observe such movement, but frequently two armies will run into each other either by purpose or happenstance, such as that witnessed at Cynoscephalae (197 BC).  In these uncertain cases, the decision falls to an evaluation of strategic intent and current initiative.  Thus Cannae (216 BC) is coded as an attack by Hannibal, and Zama (202 BC), by Scipio.

Victory: similarly concerned with geographical realties, rather than politics and diplomacy.  Here victory is ascribed to the belligerent who commands the field upon day’s end.  This includes even those cases where the victor did not maximize their success in the aftermath of victory, such the imperfect Ludendorff Offensives (1918) or the Allied breech of the Gothic line in 1944.  It also includes those who leave the field of battle, but only after the opponent has already has done so.  Thus, provided that a clear-cut victory has been achieved and the enemy has already been forced from the field, the evacuation of a position can still be preceded by victory.  On the contrary, any indecisive outcome (where neither side appears to blink), followed by evacuation of the field equals a loss.  In this definition, maintenance of strategic initiative is vital.  

One exception to the strictly geographical interpretation of victory is a fighting breakout.  If a trap has been sprung, and yet the combatant still manages to extricate themselves in an orderly fashion, ‘victory’ is awarded.  The key factor here is whether or not the pocket exists before a breakout is implemented.  At Korsun (1944), for example, the Germans had already been surrounded by the advancing Soviets.  As such, their escape from the iron ring earned the Wehrmacht yet another victory.  On the other hand, failure to completely surround and overwhelm an enemy is no obstacle to victory either—provided there was no encirclement before the battle began.  Thus Sadowa (1866) is recorded as a victory for Prussia, even though many Austrians were able to escape von Moltke’s ploy for double envelopment.  The same can be said for the Allies rather haphazard trapping of the Germans at Falaise (1944).  

Engagement size ratio: belligerent A in relation to belligerent B (A:B), and vice versa.

Score:
 how many casualties A inflicts on B, per casualty of their own endured, and vice versa (Cas: B/A, Cas; A/B).  This provides an indication of the relative balance of combat effectiveness.

Relative Kill Total (RKT): the number of casualties A inflicts on B, per soldier of A engaged, and vice versa (A: Bcas/Aengaged, B: Acas/Bengaged).  This is an even more effective measure for determining relative combat effectiveness, as it controls for inequalities in initial force size.

Posture Ratios: how many losses inflicted according to either force posture (attacker:defender) or result (victor:vanquished).
Guns: field and siege artillery, as well as siege mortars, but not machine guns.  It is important to note that these figures can be a real source of disagreement.  While estimates of troop strength are usually within one significant figure of each other, guns strength can disagree by 100%.  Such discrepancy does not tarnish the dramatic growth in artillery deployed between the time of Gustavus and that of Zhukov, but it does caution inter-period comparisons. 

Sources:
· Bryan Perrett, The Battle Book, (London: Arms & Armour, 1996).

· Stephen Badsey, David Nicolle, and Stephen Turnbull, The Timechart of Military History, (Herts: Worth Press, 1999).
· David Chandler, (ed), The Dictionary of Battles, (New York: Henry Holt and Company, 1987).

· Kelley Devries, Martin Dougherty, Iain Dickie, Phyllis G. Jestice, Rob S. Rice, Battles of the Ancient World: 1300 BC ~ AD 451, (London: Amber Books, 2007).

The Need—and possibility—for Macromeasurement

Many charge that history cannot—and therefore should not—be quantified.  Bull, for example, feared that fundamental differences between subjects are lost or obscured during measurement.
  Succumbing to the “fetish” of quantification ignores crucially important qualitative differences among the phenomena being measured.  As such, a reliance on datasets and spreadsheets, with their tendency to homogenize variables and describe vital differences with mere ‘yes/no’ questions, leads the scholar along the wrong track.  As Knorr and Verba suggest, minor nuance or a single world can communicate essence, and yet still not lend itself to quantification.
  An early critic of the quantitative COW project felt such projects demonstrate a propensity to "count first and think second."
 


There is a measure of validity in these criticisms.  Quantitativists themselves worry about becoming “preoccupied with method to the exclusion of real-world problems.”  Indeed, there is no doubt testing “interesting” hypotheses is of little use if they are “largely trivial and meaningless to the policymakers responsible for protecting their nations and making the world a better place in which to live.”
  Nevertheless, systematic empirization and quantification is both necessary and possible.  Indeed, no matter how elegant or insightful, research can only be accepted as true if there exists systematic evidence to support it.
  Theory is useless unless verified.
  It is therefore up to projects such as this one to test how effectively contemporary theories describe the world around us.


Since verification cannot be avoided, it is incumbent upon the scholar to determine how best it can be done.  It is into this breech that the paper’s methodology has stepped.  By carefully tracing the details of how such ‘counting’ has been conducted, the results below can be reproduced in a straightforward manner.  One may disagree with the methodology, but there should be no doubt as to how all figures have been calculated.  


A related matter is how much confidence one should have in the project’s findings.  This is a valid concern, for the hypotheses of a historical statistician are not testable in the traditional scientific way.  Quite unlike a physics experiment, the tape of history cannot be played, rewound, and then played again.  Under such conditions, results can never be reproduced to a precise level of exactness.  Political science therefore faces a degree of indeterminancy that makes the natural scientist blanch.  All is not lost, however, for in place of atomic exactitude there exists what Durand refers to as the ‘indifference range.’  This is “the range within which there is no reason for preferring one figure to another.  Outside it figures become increasingly unlikely not because the can be proved wrong, but because there are good arguments against them.”
  It is, in short, the region within which confident claims can be made, for within these established parameters the scientific ‘rigour’ of macromeasurement can be found.  In effect, knowledge accumulation permits the establishment of ‘common sense’ boundaries of what is plausible and what is not.  Fitting the various pieces of evidence together helps form a straightjacket, binding tighter the range within which empirical reality can be found.  McEvedy and Jones describe the reason for confidence in their own macromeasurement project:

“We have also become confident as the work has progressed that there is something more to statements about the size of classical and early medieval populations than simple speculation.  The upper and lower limits imposed by common sense are often much closer together than might be thought.  In fact, when all the various fuzzy approaches have been made, one is usually left with an answer that is fairly certain within an order of magnitude…even when there are no data that can be used to calculate a population figure we are far from helpless.  There are always guidelines.  For example, the fact that population doubled in most European countries between AD 1000 and 1300 can be taken as strong evidence for it doing so in other European countries for which direct evidence is lacking.  Indeed, the family of curves in this book constitute a sort of null hypothesis in themselves.  Consistency, of course, provides comfort rather than proof and we wouldn’t attempt to disguise the hypothetical nature of our treatment of the earlier periods.  But we haven’t just pulled figures out of the sky.  Well, not often.”
 

Macromeasurement is, therefore, a discipline guided by cross calculation and tempered by common sense.  This may strike some as a banal observation, yet the power of such disciplined thinking should not be underestimated.  Carefully reasoned estimations have proven remarkably prescient despite lacking the modern luxury of accumulated data.  For example, the first attempts at estimating global population were made before the world had been fully explored—much less systematically charted and subject to census.  Nevertheless, the results ascertained were startlingly accurate, putting the modern scholar—ever so dependent on reference libraries, electronic journal subscriptions, and wireless internet connections—to considerable shame.

3.16 Population Estimates (McEvedy & Jones, published 1985).

	
	McEvedy & Jones: 1985, for 1650
	Riccioli: 1661
	King: 1696
	McEvedy & Jones: 1985, for 1700

	Europe
	105
	100
	100
	118

	Asia
	375
	500
	340
	420

	Africa
	58
	100
	95
	61

	America
	12
	200
	65
	13

	TOTAL
	550
	900
	600
	612


*Source: McEvedy & Jones, 1985, p354.  See also the improving accuracy of successive editions of Hubner’s annual Geographisch-statistiche Tabellen.  By the mid-1800s these global totals managed within 10% of the McEvedy & Jones estimates.

Not only are there recurring themes in international history, but so too can these be measured.  This fact has been recognized for some time.  “When Kant wished to illustrate the notion that even historical events whose occurrence seems quite random and unpredictable may in the mass show notable regularities, he turned to population.”
  This anecdote is telling, for despite all our unique whims and desires, all our independent thoughts and compulsions, humans are driven by common purposes and subject to universal constraints.  Despite all that makes humanity special, there are commonalities that ensure we remain more the same than different.

C. Data Summary and Results
“History is a progressive study in that it does accumulate data.” McEvedy & Jones


Data for a total of 677 individual battles was collected.
  These events spanned 1,469 BC to 2003 AD, and are broken into the following epochs: 

0.1 Epoch Breakdown (battles per).
	Pre-Civilization

(100,000-8,000 BC)
	0
	Medieval

(500-1400 AD)
	69



	Early Kingdoms

(8,000-500 BC)
	4
	Early Modern

(1400-1900 AD)
	359



	Classical Antiquity

(500 BC - 500 AD)
	55


	Modern

(1900-present)
	190




*Source: all figures calculated from dataset.


After the data was compiled it was tabulated according to the three core questions of battle frequency, intensity, and victory.  Note that not every battle enjoyed sufficient data to answer each question, hence the battle totals recorded below vary from question to question.

1. Frequency


The dataset notes a persistent acceleration in the number of battles per century.  This is a function of both an increasing capacity to conduct several battles per war or campaign, as well as the bias of the historical record in favour of more recent events.  The nearer one approaches their own epoch, the fewer the records which have been lost to the ravages of time.  This undeniably biases the empirical record towards the present.  With this in mind, scholars must turn to a combination of archeological remains, anthropological studies of hunter-gatherer interaction, biogeographical estimates of early population densities, and cautious interpolation.


Nowhere are these skills put to better use than with the issue of armed conflict prior to the Neolithic Revolution.  As demonstrated by the dataset, there exists no detailed record of an organized skirmish prior to the emergence of the first kingdoms.  There was, however, most certainly blood shed in anger.  Weapons likely date back to the late Australopithecus, a precondition necessary for our fragile ancestors to leave Africa’s forests and roam with the big game—and big predators—of the grassland plains.  Violence was a likely compatriot as well, for, with the possible exception of the eastern mountain gorilla, hostility and some form of aggression, however ritualized, have been found throughout the primate order.
  Jane Goodall, for example, has observed repeated lethal attacks by the ‘northern’ group on the ‘southern’ group among the chimpanzees of the Gombe, confirming civilization is not necessary for organized violence.
  Archeological remains tell a similar story.  M.K. Roper subjected the remains of 169 pre-Homo sapiens to intensive analysis and concluded that in 33% of the samples apparent injuries (such as skull fractures likely to have been inflicted with a blunt instrument) could be attributed to armed aggression.
  Deadly intraspecific violence amongst humans is therefore hardly a new phenomenon.

Mundurucú headhunters of Brazil provide example of such activity.  Turned their enemies into game, referring to the parivat (non- Mundurucú) in the same language ordinarlily reserved for animals such as peccary and tapir.  “The raids were planned with great care.  In the cover of the pre-dawn darkness the Mundurucú men circled the enemy village, while their shaman quietly blew a sleep trance on the people within.  The attack began at dawn.  Incendiary arrows were shot onto the thatched houses, then the attackers ran screaming out of the forest into the village, chased the inhabitants into the open, and decapitated as many adult men and women as possible.  Because annihilation fo the village was dififuclt and risky, the attackers soon retrated with the heads of their victims.”
  The rationale for such violence is—although solid demographic proof is lacking—a shortage of high-quality protein.  In other words, population outstripped the domestic food supply, as surrounding tribes jostled for the same food supply.  “When these competitors were decimated by murderous attacks, the Mundurucú share of the forest’s yield was correspondingly increased.”

-also competition over another key to reproductive success: women.

Chagnon: Yanomamö conduct wars over women; ¼ of men die in battle, but survving warriors are often widly successful in terms of reproduction: one leader enjoyed 45 children by 8 wieves.  Sons were also prolific, leaving 75% of the population in his bloc of villages his descendants.

-Vayda: prime mover of Maori warfare was ecological competition.
  Constant warfare, like lion populations of Kenya, kept population in check, acted as an ecological control—at least until muskets were introduced in the 1820.  Fascinationgly, though, after approximately 25 years of brutal musket war, where fully ¼ of the population died from the fighting, the utility of violence began to be called into question.  In the late 1830s and early 1840s, the Maoari people began to rapidly and massively convert to Christiantiy, and warfare among the tribes ceased entirely. 

-true warfare: large rival armies (specialized castes known as soldiers—either permanent professionals or local militias, but are trained for a specific task) fighting to the death.


There is a difference, however, between inchoate violence and concerted battle.  Wars in the organizational sense are about the destruction or subjugation of an opponent’s political system and economic base—the capture or defence of permanently defined territory or material goods.  In a world where bands of 20-40 roamed vast distances as they made their living on the meager offerings of the grassland plains, there was very little of either.  This inhibited both the incentive and the means for prolonged combat.  As is now the case among contemporary hunting-and-gathering peoples, these were sporadic, highly personalized affairs.  Ambushes and raids were preferred, with the target often a single ‘enemy.’  Indeed, pitched battles, when they occurred, would have represented tactical failure—for the object was robbery, not prolonged combat, the latter of which simply could not be sustained given the group’s meager resources.  Here ‘armies’ were no more than: 

“collections of individuals, fighting, in most cases, more out of loyalty to some injured party than to the group and its aspirations.  Lacking a stronger, more unifying purpose, the combat potential of such a force is limited by the participants willingness to assume risk, which is usually low.  This type of combat is therefore inherently indecisive and produces few casualties.  Given the motivating factors, it could hardly be otherwise.
 


True warfare came later, arriving only after human society have developed sufficiently to provide both the motive and means to dominate one another.  As we have seen, time was needed to develop institutions amenable to the accumulation of economic surplus.  It took, therefore, until at least 4000-2000 BC for war to emerge.  Only during this period did agricultural production rise to levels sufficient to support the cities and communal living necessary to support sustained conflict.  The consequences were as brutal as they were profound.  The Narmer palette, carved around 2900 BC, is one of most ancient artifacts ever discovered.  In it the pre-dynastic Egyptian king Narmer is depicted with one arm majestically raised, war mace in hand, poised to smash his kneeling enemy’s skull.  Such brutal bloodlust may have coursed through the veins of individuals prior to this period, but only with the Neolithic do we see the capability and incentive to see wars of conquest carried out.
1.1 Frequency: Battles per century (of 677 total battles).

	Pre-Civilization
	0
	Medieval
	7.7

	Early Kingdoms
	0.53
	Early Modern
	71.8

	Classical Antiquity
	6.1
	Modern
	174.3
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Although similarly biased by the historical record’s preference for more recent events, the number battles fought per year display has trended upwards as well.  Whereas Alexander would meet his foes for a decisive engagement rarely more than once a year (Issus and Guagamela, for example, were almost precisely two years apart), the Entente and Central Powers conducted nine large-scale operations against each other in 1917 alone.  While the Thirty Year’s Year (1618-1648) rarely witnessed more than one significant engagement a year, the eastern front in World War II (1941-45) was virtually one battle after the other, with each side pausing for only a few weeks at a time.  The dynamics of this fundamental acceleration are important as well, for it provides further evidence that the course and conduct of war relies heavily on underlying structural factors.  Indeed, campaigns with multiple battles per year did not consistently appear until the onset of the Industrial Revolution.  Outside the repetitive skirmishes of England’s 2nd Civil War (1642-46), the latter stages of the War of Austrian Succession (1740-1748) and Frederick the Great’s frantic eastern operations during the Seven Year’s War (1756-1763), high battle frequency had to wait until the wars of Napoleon, followed by the incredibly high operations tempo of the US Civil War and Prussia’s wars of conquest.
  Thus it is clear that the capacity of human society to sustain combat operations has grown over time, tracing both expansion of the world’s population and dramatic increases in economic potential.

1.2 Frequency: Battles per year (average; of 677 total battles).
	Pre-Civilization
	0
	Medieval
	1.13

	Early Kingdoms
	1
	Early Modern
	2.24

	Classical Antiquity
	1.02
	Modern
	4.04
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Of further interest are figures detailing battle initiation by month, which follow a pronounced seasonal cycle.  The bogginess of February thaws and March rains reduce the number of campaigns undertaken, while the fine weather of June provides incentive to seek contact with the enemy.  Unsurprisingly, August provides the most favoured window, as the dryness of high summer is followed by the fall harvest that can sustain forces in the field.  The onset of winter leads to a drawdown of combat—though the January freeze can be used as solid ground with which to hurl a counter-offensive, such as that launched by Russians outside Moscow in 1941.  In short, war displays a fascinating rhythm, one that operates in concert with underlying biogeographical and climactic realities.  It is further proof that conflict operates while subject to structural constraints.

1.3 Frequency: Battle initiation, per month (of 581 total battles).

	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sept
	Oct
	Nov
	Dec

	34
	31
	26
	41
	45
	71
	64
	77
	70
	55
	36
	31
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The final consideration of frequency has less to do with specific battles, and more with the larger wars within which they serve.  Here the lesson that, quite unlike battle frequency, the outbreak of wars has declined with time.  In previous epochs, battles were far more infrequent, but the state of hostility was maintained for periods of far greater length.  Ancient Greece provides a case in point.  The period 495-448 BC was one of unrelenting hostility between the city-states of Greece and the Persian Empire.  Marathon (490 BC) and Thermopylae (480 BC) took place 10 years apart, yet a peace settlement was never in the offing.  The fighting may have been intermittent, but the region did not know peace.  Even more protracted was the struggle between Athens and Sparta.  The second of these great contests lasted, with a mere three-year pause in between, from 431 to 404 BC.  Such struggle must have seemed endless; Athens’ final capitulation and defeat did not occur until an incredible nine years after its Sicilian expedition ended in complete catastrophe—an event from which it is commonly concluded Athens could not recover.  In contrast, the beginning of the end for the German Reich was the destruction of the 6th Army in Stalingrad, January 1943.  Little more than two years later Nazi Germany lay in ruins, completely and utterly vanquished.


Previous epochs were characterized by constant campaigning.  Again, ancient Greece provides ample historical evidence.  Sparta’s victory against Athens, for example, provided no respite from the incessant warfighting of the period.  In 399 BC the Spartans renewed their struggle with Persia, even setting off on an expedition to Asia Minor.  Before peace with the Persians was concluded war, erupted with the Corinthians.  It would last for 13 years, only to be followed by a nine-year battle for Theban independence.  The rebellion culminated with 371’s Battle of Leuctra, where Epamimondas’ stacking of the Theban wing finally crushed Sparta’s military hegemony forever.  Yet rather than bring peace to the region, as 13 years of Theban military campaigns merely set the stage for the wars of Macedon.  In the first of these, Philip spent the years 358-336 BC marching from one campaign to the next.  Upon the king’s death, peace would remain elusive for the armies of Hellas yet, for the king bequeathed to his son Alexander a united Greece, 14-foot sarissas, and a similar work ethic.  Thusly armed, the young general spent the next 12 years relentlessly advancing the borders of the Hellenic world forward, earning himself the title ‘Great’ for an uncanny ability to prevail no matter the odds against him. 


Figure 1.4 details the stark contrast in war frequency between the pre-modern and modern eras.  As mentioned above, Sparta was engaged in almost perpetual warfare throughout its stay atop the Hellenic military order.  In the 108 years between Sparta’s victory at Plataea—a seminal demonstration of Sparta’s unmatched military potential—and the city-state’s crushing defeat at Leuctra, more than 60 were spent under conditions of declared hostility.  In contrast, America’s hegemony has been far more pacific.  Some 145 years have passed since the North’s victory at Appomattox in 1865, and yet 116 of those have seen the United States at peace.  Whereas periods of war were more common for the Spartans than peace, US hegemony has been characterized by the decidedly opposite.
 

1.4 Frequency: War Engagement in Comparison (sample hegemon, conventional hostilities).

	
	Ascendance
	Year of Decline
	Years at War
	Years at Peace
	War:Peace

	Sparta
 
	479 BC (Plataea)
	371 BC (Leuctra)
	62
	46
	3:2

	US

	1865 (Appomattox)
	Present (2009)
	29
	116
	1:4
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Together these dueling trends point to an important dynamic: as battle frequency has increased, war frequency has fallen.  Put another way, while wars have become fewer and further between, the number of battles fought within each has risen dramatically.  In effect, fighting has been condensed into a series of sharp engagements, with little pause between.  And as intensity has grown, exhaustion sets in sooner, thus wars no longer last as long as they did before.  This raises the question of how and why battle intensity has changed over time, an empirical question to which we next turn.

2. Intensity

The first and simplest measure of battle intensity over time is the size of armies deployed in the field.  This figure has demonstrated remarkable growth over the last 4,000 years.  As previously demonstrated, prior to the Neolithic Revolution it was impossible to sustain an army in the field for any length of time.  Pre-agricultural societies simply lacked the accumulated stores of food, weapons, and shelter that specialized campaigning requires.  However, as civilization spread and economies developed, field armies became not only possible, but common.  During the Early Kingdoms epoch, the peak was achieved by the unparalleled Assyrian war machine.  Raised to sow terror and fed on conquest, the field armies of Assyria may have occasionally reached a strength of 50,000 men—a number far greater than the rivals of its time.
  With the combination of fury and well disciplined, by 2000 BC the Assyrians had carved out the world’s first continental empire.


No sooner did the age of Classical Antiquity begin than was the Assyrian achievement overshadowed.  Almost immediately the terrible struggles between Persia and Greece brought about the muster and deployment the largest armies the world had ever seen.  At Plataea (479 BC), some 120,000 Persians collided with 80,000 Greeks.
  This titanic struggle would set the standard for military mobilization in the Classical epoch.  Indeed, it far outmatched the inter-Greek struggles that came afterwards.  Leuctra (371 BC), for example, counted only 6,600 Thebans and 11,000 Spartans, while even Charonea (338 BC) witnessed a mere 32,000 Macedonians and 35,000 Thebans and Athenians.  The Greco-Persian struggles even dwarfed Alexander’s campaigns in Asia Minor.  At Issus (333 BC), there were no more than 90,000 Persians and 35,000 Greeks.  At Guagamela, two years later, the sum of fighting strength had changed little: 47,000 Greeks against 86,000 Persians.  Alexander may have desired an empire as grand as that of Xerxes, but he would never command an army as large.


The methodical, relentless rise of Pax Romana would do little to alter this picture.  At battles like Trebbia (218 BC), Lake Trasimene (217 BC), Cynoscephalae (197 BC), and Carrhae (86 BC), no more than 20-40,000 legionaries were deployed.  In fact, it took the ravages of civil war before the Romans would close in on the Persian figure.  The hard fighting at Philippi (42 BC) incorporated 103,000 troops under Octavian and Antony, and 110,000 under Cassius and Brutus.  This was followed by Actium (31 BC), where Octavian’s 92,000 defeated Antony’s 112,000—again a decidedly civil conflict.  Even armies during the height of Imperial Rome rarely exceeded the 50,000 legionaries who fought at Palmyra (273 BC), and certainly not the 60,000 who were slaughtered at Adrianople (378 BC).  Rome may have been the ultimate military organizer, but it hardly revolutionized war itself.


The states of Classical Antiquity that opposed Rome were no different, and rarely exceeded Rome’s field forces by much.  In most of these contests the Romans were similarly matched (at Palmyra, for example, the Syrians assembled 70,000 troops, a force little more than 1/3 greater that the Romans).  What emerged as unique in this epoch, however, was the massive barbarian and horse armies assembled by tribes of the steppe and Western Europe.  Rome, Han China, and later Byzantium were constantly pestered by these truly massive formations.  It is important to note that the assemblage of such incredible armies was a decidedly new phenomenon.  Caesar fought some 300,000 Gauls at Alesia (52 BC), and Chinese emperors must have been confronted with similar numbers along their northwestern frontier.  The great innovation of classical antiquity, then, was nothing to do with the great civilizations of whose ruins eager tourists now incessantly photograph.  The movement from Assyria to Persia to Rome occurred with merely the subtlest of difference.  What truly was revolutionary in the period of 500 BC – 500 AD was the ability for fragmented tribal polities to band together and overwhelm their sedentary foes.  During the next epoch, the Medieveal, one tribe in particular would devise a formula that would not so much defeat its rivals, as to obliterate them completely.


Despite Europe’s abuse of the term horde, the Mongols rarely outnumbered their rivals.  No more than 120,000 Mongols served at Samarkand (1220), 180,000 at Yellow River (1226), and 90,000 at Sajo River (1241), all of which were untrammeled victories. Horse armies, then, did not grow any larger during the Medieval time period—and nor did they need to.
  The second salient fact is that with the collapse of the great empires of Antiquity, centralized states now managed only tiny forces in the field.  Belisarius’ protégé, Narses, for example, enjoyed a mere 20,000 troops at Taginae (552 AD), and many of these were foreigners.  Even the dreadful Byzantine defeats at Yarmuk (636 AD) and Manzikert (1071 AD) fell upon armies of just 40,000 and 60,000, respectively.  Meanwhile, Europe outside Byzantium and the Caliphate fared even worse.  Here the anemic states of the post-Roman era deployed meager forces, and then only fitfully.  The great clash between England and Denmark at Brunanburgh (937 AD) numbered no more than 18,000 soldiers per side.  The battle of Hastings (1066 AD) managed less than half that, while even the Crusades were primarily fought with Christian armies less than 30,000 strong.
  In terms of military mobilization, the Medievale epoch was a definite step backwards.


It would take time for the Early Modern epoch to reverse this trend.  Agincourt (1415), which took place after almost a century of incessant fighting between two hated rivals, mobilized no more than 5,700 English and 25,000 French—a total slightly less than Crécy, some 69 years before.  Even the Thirty Years War, which followed in the mid-1600s, averaged only about 20,000 soldiers per belligerent, and never broke 50,000 per side.  Only in the struggles between Christianity and Islam could the previous heights of mobilization be achieved.  Having been stymied in 1480 in the quest to take Rhodes, the Turks returned in 1522 with an excessively large force of 200,000 soldiers (up against just 6,700 Knights of St. John).  As for the Christians, their peak came in 1683, as a united army some 92,000 strong came defend Vienna from yet another Ottoman invasion.  


The defence of Vienna was an auger of things to come, for while the Ottoman apogee was now past, Western Europe would begin a slow movement upwards.  The War of Austrian Succession would make this definite, as the siege of Lille (1708) and the battle of Malplaquet (1709) would see Allied armies of 100,000 and 110,000 take the field.  This return to Early Kingdom heights was confirmed with France’s deployment 120,000 troops at Laffeldt (1747) during the War of Austrian Succession.  Western European countries could now, in and of themselves, finally match the numbers of ancient Persia.  Critically, horse armies had by this time all but disappeared, often at the hands of well-aimed Maxim guns. 


It is important that these developments were merely a reconvergence with previous historical performance and by no means new innovations in and of themselves.  Even more, while large forces could finally once again be deployed—such as the 78,000 Austrians at Hochkirch (1758) and the 90,000-strong Austro-Russian army at Kunersdorf (1759)—the running average of force deployment during the Seven Year’s War was less than half that.  To their credit, the early 1700s did, as discussed above, witness the early stirrings of increased battle frequency.  More great battles were being fought in a shorter span of time.  Nevertheless, these operations were still constrained by the same command and logistical constraints that have befuddled great armies since the time of Nebuchadnezzar.   


What really changed all this was part Carnot’s organizational brilliance, part revolutionary spirit, and part industrial revolution, all of which revealed their hand during the Napoleonic Wars.  There, after a series of opening engagements largely reflecting the wars of the past, the French triumph of Ulm (1805) signified that deep changes were afoot.  Here Napoleon hurled 200,000 French soldiers at an unsuspecting enemy.  More importantly, this high rate of mobilization—unlike earlier in the Early Modern epoch—was largely sustained. Austerlitz (1805), Abensburg (1809), Wagram (1809), Borodino (1812), and Leipzig (1813) were all fought by historically massive armies.  Thus, not only was Napoleon able to assemble impressive formations, but also to sustain their operations in the field.  This was is an important development in the history of battle intensity, and returns us to our discussion of frequency.  Not only was France able to send historically large armies into the field (73,100; 90,000; 154,100; 130,000, at the four above battles, respectively), but the French nation—albeit at great expense in blood and treasure—was able to keep this up for years on end.


This was possible for several reasons.  In terms of managing such unwieldly numbers with the finesse necessary for achieving great victory, the creation of divisional staffs permitted the delegation of tactical command to independent, well-trained, and highly motivated officers.  Motivation was a similar a factor in the flocking of millions of young Frenchmen to the colours.  The democratic ideals of liberty, fraternity, and equality may not have been adhered to in the practice of Napoleonic politics, but they did provide a useful recruitment tool.  Third and most important was the Industrial Revolution, already in its nascent stages by Napoleonic era.
  This latter development, however, did not really take off until the mid of the 1800s.  When it did, the effects quickly showed.  Although often overlooked now, the technological potential of modern war (long range artillery, canonidal bullet, telegraph) were all well demonstrated during the Crimean War (1854-1855).  To this great rates of sustained mobilization were added during the US Civil War (1861-65) and the Franco-Prussian War (1870-71), demonstrated by combat peaks of 132,000 and 400,000 troops respectively.  In these struggles large armies marched across merging and diverging plains, seeking and receiving great battles within weeks of each other.  By the time the 19thC ended, the industrial era had fully arrived.

As mentioned above, the onset and spread of the Industrial Revolution paid great dividends, raising living standards and life expectancy dramatically.  But the wealth used to improve life can also be used to kill.  Thus during the 20thC the carnage would only worsen, for in the Modern era warfare itself became industrialized.  Here not only army size but field deployments grew exponentially.
  The consequence was armies that dwarfed all of those in previous history.  Some 1.3m Germans and 1.32m British and French fought during the Great War’s opening Battle of the Frontiers (1914).  Thereafter, in engagement after engagement, upwards of half a million soldiers would be thrown into combat, given a few weeks respite, and then pressed into service again.  World War II would put even these astronomical figures to shame.  Over 3m Germans would blitz westwards in 1940, and even more still eastwards in 1941.  Already terribly bloodied and on death’s door, the Soviets still managed to scrape together a million soldiers and halt the Axis attack outside Moscow in the winter of 1941/42, and do much the same outside Stalingrad in 1942/43.  In 1944, hundreds of thousands of German soldiers were tied up in the West following the much-Hollywoodized D-Day, and yet that theatre still remained a relative sideshow.  The real struggle was in the east, and would remain so until the very end.  Kursk (1943) took place between two savagely wounded adversaries, and yet the Germans and Russians still managed to deploy 900,000 and 1,337,000 soldiers respectively, a number similar to that of Bagration (1944), one year later.   With this epoch, Antiquity had finally been horrifying surpassed.

2.1 Peak Forces Engaged (per battle, achieved by one belligerent).

	Pre-Civilization
	0
	Medieval
	60,000
	180,000

	Early Kingdoms
	50,000 
	Early Modern
	400,000

	Classical Antiquity

	120,000
	300,000
	Modern
	3,350,000
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Moving from peak to average force size only confirms this trend.  Classical Antiquity once again demonstrates its incredible ability to mobilize large forces of soldiers, an ability unmatched until modern times.  Only with the onset of the Industrial Revolution could militaries not only equip large field forces, but also sustain them in the field.

2.2 Average Force Size (per battle, per belligerent).

	Pre-Civilization
	0
	Medieval
	32,279

	Early Kingdoms
	14,250
	Early Modern
	33,781

	Classical Antiquity
	58,869
	Modern
	242,693



It is unsurprising that peak casualty figures have trended with the peak number of forces deployed.  Battles such as Aquae Sextitae (102 BC) and Alesia (52 BC) surely resulted in casualties in excess of 100,000, for the corollary of massive barbarian armies were massive barbarian casualties in the event of their defeat—a not uncommon occurance when facing a smaller yet disciplined imperial foe.  During the Medieval era, peak casualties were kept at roughly that level, thanks to the ability of the Mongol cavalry to completely and utterly destroy any opponent sent to meet them.  Consequently, while force size fell during the Medieval epoch, the Mongol’s ability to utterly crush an enemy completely made up the difference.  It bears keeping in mind, however, that such heights of destruction were, however, rarely repeated.  


In Premodern times, Ostend’s (1604) 60,000 casualties demonstrates the rough peak for the era.  It was not until Leipzig (1813), or the ‘Battle of Nations’, before this height was breached (70,000).  Indeed, this number was only breeched during the calamity of Metz (1870), with its 173,000 casualties, most of whom were prisoners forced into captivity by the superior Prussian generalship.  World War I, of course, raised the butcher’s bill even higher.  During the first three months of war alone, the French and the British had suffered around 940,000 casualties and the Germans 677,000.
  This number was far and away a new historical record, but would be subsequently outdone.  The fall of Berlin (1945), for example, inflicted respective losses of 700,000 and 1m on the Germans and Russians, the culmination of a long, vicious, and unprecedentedly bloody affair.

2.3 Peak Casualties per battle (incurred by one belligerent).

	Pre-Civilization
	0
	Medieval
	100,000

	Early Kingdoms
	unknown
	Early Modern
	173,000

	Classical Antiquity
	100,000
	Modern
	1,000,000



Analysis of the data also uncovers an underappreciated trend: between the fall of the empires of antiquity and the emergence of the Industrial Revolution, average casualty rates underwent a sharp decline.  Fewer soldiers were killed and wounded per Medieval and Early Modern battle.  These statistics are reflected in both total numbers and relative percent (figs 2.4 and 2.5).  Only with the massive increase in field force size and the development of incredibly effective death-dealing instruments did these rate surpass ancient times.  This stands as both a testament to the organizational success of Antiquity as well as the bloodiness of modern war.

2.4 Average Casualties per battle (per belligerent).

	Pre-Civilization
	nil
	Medieval
	12,711

	Early Kingdoms
	unknown
	Early Modern
	7,069

	Classical Antiquity
	20,774
	Modern
	103,359


2.5 Average Casualty rate per battle (per belligerent).
	Pre-Civilization
	0
	Medieval
	39.38%

	Early Kingdoms
	unknown
	Early Modern
	20.93%

	Classical Antiquity
	35.29%
	Modern
	42.59%
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Before moving on, it is worth nothing that there are two casualty-related dynamics not captured in the statistics.  The first is that, keeping in line with the paper’s focus on battle outcomes, disease-related losses are only included for prolonged encounters, which, prior to the Industrial Revolution were generally sieges rather than individual battles.  Thus the steady drain of disease on marching armies in between contact with the enemy is overlooked (one is unlikely to catch dysentery in just one day).  Such a predicament is hardly unique, as data on cumulative disease losses are incredibly sparse.  To provide context, however, one can look to the ratio of sick to wounded in both America’s and Europe’s wars.  Since the mid-1800s, there has been a dramatic fall in losses incurred by disease.  Consequently, even while battle length has increased—with battles like the Somme in many ways mirroring the sieges of old—the dataset demonstrates that disease losses have become minimal.  Improved nutrition, equipment, and antibiotics are therefore not to be underestimated in their impact on modern warfare.  This relative conquest of disease has permitted field armies to maintain their strength in between battles, and thus has contributed to the Modern epoch’s remarkable growth in numbers engaged.

2.6 Ratio of Sick to Wounded in European Wars (sick:wounded).

	Crimean Wars (1854-56)
	

	French Army
	9.06

	British Army
	7.9

	Italian Campaign (1859)
	

	French Army 
	6.59

	Austro-Prussian War (1866)
	

	Prussian Army
	4.67

	Franco-Prussian War (1870-71)
	

	German Army
	4.82

	Russo-Japanese War (1904-5)
	

	Russian Army
	2.37

	WWI (1914-18)
	

	Russian Army
	1.32

	French Army
	1.25

	German Army
	0.92


*Source: Dupuy '95 p54.


A second, more recent trend is the changing balance between killed and wounded.  Military historians reckon that, historically, about one in three severe battle casualties died of their wounds.
  Since about Korea, however, there has been a dramatic fall in deaths.  This is largely due to a combination of rapid casualty evacuation and, even more so, the return of body armour to the battlefield.  It is important to remember this has not affected total casualty numbers—armour-wearing soldiers still require medical attention—but it has sharply improved survivability.  This can be seen in the ratio of killed to wounded increasing from 1:4 to 1:6,
 a fact which has undoubtably saved many lives in the modern conflicts of Iraq and Afghanistan.

2.7 US Casualty Ratios Influenced By Medical Progress (% and ratios).

	
	Survivors as % of hits
	Nonbattle:battle deaths
	Disease:injury deaths

	Mexican War
	69
	7.3
	27.8

	Civil War
	70
	2.27
	21.29

	Spanish-American War 
	80
	13.34
	16.65

	Philippine Insurrection 
	73
	3.15
	4.59

	WWI w/o gas 
	74
	1.43
	11.64

	WWI (ground only)
	73
	0.36
	0.28

	Korean War
	78
	0.13
	0.23

	Vietnam War
	76
	0.24
	0.24


*Source: Dupuy '95 p51.  Spanish-American figures include a Malaria epidemic, while WWI w/o  gas includes the Influenza epidemic.

Relative effort of society 

2.8 Mobilization rate (engaged strength—as per fig 2.1—as % of total population).

	Pre-Civilization
	
	Medieaval
	

	Early Kingdoms
	
	Early Modern
	

	Classical Antiquity
	
	Modern
	


*Data from dataset & McEvedy & Jones.

----

b) duration of wars (in years), duration of battles (in days)( put on single graph (barg chart & text balloon the siege anomalies).


-put another way: in X Athens wars there was x days of sustained fighting.  In 1916 there were.


-extension of the campaigning season.


A final statistic effectively portrays the incredible growth in battle intensity, even if constrained to the Premodern and Modern epochs.  Gun use has transited from a total of dozens in battles throughout the 1500 and 1600s (70 at Panavia 1525, 50 at Lützen 1632) to the hundreds in the 1700 and 1800s (150 at Fontenoy 1745, 600 at Eylau 1807, 2,000 at Leipzig 1813), to the literally thousands in the 20thC (38,600 at Bagration 1944).  No number so succinctly encapsulates industry’s contribution to battle intensity.  Whereas the assembly of a few hundred guns would have seriously strained a premodern nation’s artisan and metalworking industries, by the time of the Second World War, the Soviet Union and Germany produced tens of thousands of guns, all while their industrial heartlands were savagely menaced by advancing invaders.  It is this straightforward development that enabled murderous ‘storms of steel’ along vast battlefronts for literally months on end.

2.9 Gun Deployment Over Time (per battle, both belligerents combined).

	Early Modern 
	319
	Modern
	8,781
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Battle intensity over the past 4,000 years has followed a ‘U’-shaped progression: the massive armies and casualty rates witnessed in ancient times fell along with the great empires that sustained them.  In the interregnum that followed, wars became smaller and more sporadic affairs.  With the Industrial Revolution, however, things began to change.  Not only did battle length increase, but so to did the numbers of combatants engaged.  This combination ensured blood and treasure was expended in truly unprecedented proportions.  What remains to be seen, however, is role of these dynamics in the attainment of particular outcomes.  In our final empirical question, we ponder under what conditions and according to which force postures has victory been brought.

3. Victory

The first question regarding battlefield outcomes is the most easily measured: does victory go to the bigger battalions?  Here the results are clear—and rather startling.  When examining the 493 available cases over the past 4,000 years, the evidence clearly points to no such relationship being made.  In fact, less than 50% of preponderant armies have emerged from battle as victor.  These results are particularly harsh for the Classical and Medieval epochs, which both average little above 20% success rates for the preponderant side (fig 3.1b).  The likely explanation for this dreadful performance is that the great empires of Antiquity frequently came into contact with the barbarian and horse armies.  Even more frequently, these unprecedentedly large—yet poorly disciplined and haphazardly organized—myriads were overwhelmed and destroyed with the professional efficiency of the short Roman sword and the Han bow.


Caution is warranted when considering the early epochs.  Battle data still remains relatively scarce.  Consideration is done on firmer ground, however, when it comes to the Early Modern and Modern epochs.  Here the number of available datapoints runs in the hundreds.  Unfortunately, these findings still bode poorly for the preponderance school.  Only in the modern era does preponderance bring with it odds of victory any greater than a coin toss.  

3.1a Preponderance (defined as the numerically superior belligerent). 

	Total Data Points
	493

	Total Victories by Preponderant Army
	222

	% Victories by Preponderant Army
	45%


3.1b Preponderance Victories, by epoch (defined as the numerically superior belligerent).
	
	Pre-Civ
	Early Kingdoms
	Antiquity
	Medieval
	Early Modern
	Modern

	Datapoints
	0
	2
	34
	39
	334
	153

	Victories
	0
	1
	8
	8
	152
	86

	%
	nil
	50%
	23.50%
	20.50%
	45.50%
	56.2%
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Perhaps large armies are more a reflection of greater populations, rather than a measure of industrial sophistication.  A further test for the explanatory power of preponderance is therefore to use gun strength as a proxy for relative industrial might.  This is not a perfect measure, as the British army in northern India, for example, would often face enemies endowed with more plentiful artillery parks—hardly a reflection of Great Britain’s status as home to the Industrial Revolution.  Nevertheless, a moderate amount of data exists and gun totals do tell a tale of asymmetrical industrial performance.  The discrepancy in figures between Entente and Germany during the First and Second World Wars holds up with the literature on the economic history of the conflicts.
  Interestingly, the findings do following along with the results for larger armies.  Unfortunately, this is provides little assistance for preponderance theory, as gun superiority offers only even odds of victory.

3.1c Preponderance Victories, by epoch (using guns as proxy for industrial preponderance).

	
	Datapoints
	Victories
	%

	Premodern
	76
	38
	50%

	Modern
	18
	10
	56%
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Testing for the impact—or even existence—of the military technological balance is much more difficult than dealing with preponderance.  Given the available data, the offence/defence hypothesis would most likely prove accurate if the data showed specific eras where either the attacker or defender is explicitly favoured.  This would manifest itself as a series of engagements where either the attacker or defence enjoyed lower casualties (benefiting as they would from favourable technological conditions), or perhaps a string of victories by one posture or the other.  This would be credible—albeit indirect—evidence of the underlying technological condition impacting battle outcomes.


First is the matter of victory.  Here the evidence suggests attackers enjoyed slightly favourable conditions in the Classical and Modern epochs—a consistency necessary if a theory predicated on posture is to be proven correct.  In both cases, the attacker emerged victorious almost 67% of the time—a not inconsequential sum.  One must keep in mind, however, that this is figure is less than 10% greater than the total historical average of attacker victory, and thus the advantage conferred by offence-conducive technology is likely to be slight.  Nor is it clear that defence reigned supreme in the other two epochs either, with both the Medieval and Early Modern eras favouring attackers less than 60% of the time.  


Where technology theory does rather well, however, is when data for the Great War is broken down into individual years.  Here the results find reasonable congruence with technology theory’s predictions.  Attacker victory stalled as the great Schlieffen and Plan XIV offensives of 1914 were replaced by exhausted trench digging.  Under these conditions of stalemate, the truly defensive instruments of barbed wire and machine guns came to the fore.  The stunning defender success thereafter followed throughout 1915 (Champaign and Artois) and 1916 (Verdun, Somme, Brusilov).  With the weapons balance so favourable to forces ensconced in a fortified position, little wonder such debacles did little but denude the attackers of their patriotic young men.


Empirically, then, technology theory has at least some insight to offer.  There remain, however, serious theoretical and methodological problems.  For example, if the offensive balance was so great in World War II (one which favoured 76% of attackers), why did Japan and Germany not emerge from the war victorious?  The Axis was primed for offense far sooner and far more expertly than any of their rivals, thus the odds were surely in their favour.  A return to the Great War is similarly troubling.  According to the data, by 1917 power had returned to the offense, with attackers doubling their previous success.  This is unsurprising, given Russia’s collapse in the east, Britain’s advances in Mesopotamia, and the great offensives of 1918.  The problem is that this rapid turn-around was most certainly not the result of any technological change.


It was not so much shifting technology that led to these successes, but rather the fruitful adaptation of tactics to the prevailing technology of the day.  First came Germany’s adoption of Hutier tactics, first employed at Riga (1917), then put to even more dramatic effect during the following Kaiserschlachten (1918).  As for the Entente, it was Allenby’s combination of firepower and mobility that led to Turkey’s collapse, just as it was the effective use of combined arms which accounted for the successes of Amiens, Meuse, and the Hindenburg Line (1918).  While these latter victories are commonly conceived as the result of technological breakthroughs—most notably the tank—this was simply not the case.  Tanks, in fact, would play little role in the culminating battles.
  Meanwhile, the wireless sets that would prove so handy for fire and movement in the Second World War were still not portable enough to be useful for the front.  Thus the great victories were achieved with, more or less, ground technology already well in place at the outset of the war.  Tactical explanations fit poorly within technology theory, and in fact, as noted below, tend to pale in their shadow.


Of additional concern is the challenge of methodology.  Above all, there exists the challenge of how best to devise a metric that can account for the switch from defence to offence-favouring technology.  It is extremely difficult to measure and track such microscopic vibrations.  The Great War provides a case in point: why the massive shift in posture favourability between 1916 and 1917?  What technological variable can identify this, and how can it be measured?  Such concern is the fundamental methodological problem that faces the technological school.  
3.2a Attackers & Victory (% where attacker incurred fewer casualties).

	Battles
	Attacker = Victor
	%

	537
	327
	60.9%


3.2b Attacker & Victory (%, by epoch).

	Pre-Civilization
	nil
	Medieval
	51.4%

	Early Kingdoms
	unknown
	Early Modern
	58.5%

	Classical Antiquity
	66.7%
	Modern
	66.9%
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3.2c. Attacker Victory Subset (%, by sample hegemonic war).

	
	Total Battles
	Attacker = Victor
	%

	2nd Punic War
	5
	5
	100%

	Seven Year’s War
	13
	10
	76.9%

	WWI
	43
	25
	58.1%

	WWII
	74
	56
	75.7%


[image: image16.wmf]
3.2d Attacker Victor by Intra-War Technological Transition (World War I).

	
	Total Battles
	Attacker = Victor
	%

	1914
	8
	4
	50.0%

	1915
	7
	2
	28.6%

	1916
	7
	3
	42.9%

	1917
	9
	7
	77.8%

	1918
	12
	9
	75.0%
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Another means of testing technology claims is to substitute victory results with casualties.  Here again, there is some evidence that certain epochs favour particular force postures, perhaps indicating the existence of a stable offence-defence.  Upon breaking down the relative success of offensive action by epoch, the results provide partial comfort to proponents of technology theory.  In both the Classical and Modern epochs, attackers have enjoyed fewer casualties more than 60% of the time.  This is perhaps indicative of technological conditions that favour an offensive force posture.  Unfortunately, the results for the other epochs gravitate little in either direction.  Worse, examining sample conflicts highlights how hard it is to disentangle one cause of low casualty rates from another (fig. 3.2c).  For example, was the attacker’s higher casualty rate during the Second Punic War (218-201 BC) because of technology, Roman battlefield arrogance, or Hannibal’s masterful generalship?  Are the results for World War Two (1939-45) a result of technology, or are they skewed because of America’s overwhelming firepower and Japan’s unparalleled tendency to fight literally to the death?  Worse, the First World War (1914-18), long seen as foundering on the rocky shoals of defensive technology, actually favoured in its totality an offensive posture.  Rather than inevitably fail in the face of barbed wire and machine guns, great offensives in the east and Mesopotamia led to one-sided victories long before the stalemate in the West was broken.  Even there, in late 1917, the value of attack was demonstrated.  Similarly troubling is that POW figures are included in casualty totals, and thus if technology was ever to truly favour offence, the results should be even more pronounced, as defeat inflicts prisoner losses that the victor does not endure.   Together, these facts regarding offence and casualties fail to provide wholehearted support of technology theory’s theoretical claims. 

3.2e Attackers & Casualties (% where attacker incurred fewer casualties).

	Battles
	Attacker = < Casualties
	%

	493
	267
	54.2%


3.2f Attackers & Casualties, by epoch (% where attacker incurred fewer casualties).

	Pre-Civilization
	nil
	Medieval
	47.4%

	Early Kingdoms
	unknown
	Early Modern
	51.3%

	Classical Antiquity
	66.7%
	Modern
	60.3%


3.2g. Attacker Casualty Subset (%, by sample hegemonic war).

	
	Total Battles
	Attacker = < Casualties
	%

	2nd Punic War
	5
	5
	100%

	Seven Year’s War
	13
	7
	53.8%

	WWI
	41
	23
	56.1%

	WWII
	67
	45
	67.2%



Frequently it is not one’s level of technology that matters on the battlefield, but rather the efficacy of its use.  The Mongols possessed weaponry no more advanced weaponry than the Hungarians; Vietnamese systems were far less sophisticated than their American foes.  Yet in neither case did this preclude victory.  As such, it is not so much the tools one has, but rather how well he uses them.  This leads to the third and final consideration regarding victory over time is the impact of strategy, tactics, and combat ability on battlefield outcomes, or loss exchange ratios.  Here the question is a matter of fighting effectiveness, or in other words, whether or not victory goes to the more proficient. 


An easy way to measure relative proficiency is to compare casualties incurred.  This performance can then be contrasted against battle outcomes.  Here the hypothesis is that the side with greater combat ability, as represented by incurring greater enemy losses than incurred by their own forces, will emerge victorious.  Interestingly, the evidence tends to bear this out.  In fact, in 85.9% of available instances this was the case—a far more powerful result than those offered with preponderance and military technology theories.  Breaking down the results into available epochs (Early Modern and Modern) confirms little deviation in this trend. 

3.4a Proficiency (Casualty scores) & Victory (score).

	Battles
	> Score = Victor
	%

	375
	322
	85.9%


3.4b Proficiency (Casualty scores) & Victory (> score = victor, %, by available epoch).

	Early Modern
	83.7%
	Modern
	82.4%



The chief drawback of casualty scores is that they assume both belligerents enter combat in a position of equality.  No account is made for the almost inevitable inequality in force size.   This can skew performance assessment in favour of numerically superior forces.  In times where combat performance between the two sides is at rough parity, the larger force can simply win by outlasting his opponent.  Indeed, the best measure of a combat performance is not so much the relative exchange of casualties, but how well a force can ‘punch above its weight.’  Thus, a more fair way of measuring combat performance is with relative kill totals (RKT), which are a measure of enemy casualties incurred per friendly soldier engaged.  These essentially ‘normalize’ numerical discrepancy, for they are a per unit measurement, not a function of the army as a whole.  


The downside of this method is that it is even more data-intensive than the casualty scores approach, and thus fewer cases are available.  Nevertheless, the results are quite similar to the cruder casualty scores above.  In fact, the only place the theory founders is when results are disaggregated to view the Modern epoch separately.  Here the more proficient often ended up losing the contest.  In World War II, for example, the German army almost inevitably outfought its opponents, and yet the nation still faced a succession of crushing defeats.  The 20thC therefore offers a serious challenge proficiency theory: how is it that in this century, the militarily gifted have so frequently lost?

3.4c Proficiency (RKT) & Victory (> relative kill total = victor).

	Battles
	> Kill Total = Victor
	%

	307
	245
	79.8%


3.4d Proficiency (RKT) & Victory (> relative kill total = victor, %, by available epoch).

	Early Modern
	82.0%
	Modern
	61.2%
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One possible explanation is that, over time, preponderance plays an increasingly determinative role.  More specifically, as the fighting drags on from one battle to the next, combat advantage can be slowly worn away by a persistent—and more preponderant—enemy.  Close examination of loss exchange ratios demonstrates this in practice.  Take the favourable RTK ratios enjoyed by Hannibal, Napoleon, and Lee at the pinnacle of their success.  Each of these coefficients faced incredible downward pressure as the number of battles mounted.  The Confederates, for example, averaged a combat effectiveness 1.7x greater than their Northern opponents, yet by the end of the war struggled to achieve even parity.  By the time of Five Forks (1865) and Appotomax (1865), the exhausted South could manage no more than 38% of the North’s performance.  Napoleon faced a similar trajectory.  While Ulm and Austerlitz (1805) demonstrated French effectiveness almost 3.5 times greater than the Russians and Austrians, by the time of Wagram (1809) this figure had falled to 1.5x.  Borodino (1812), Leipzig (1813), and Quatre Bras (1814) saw similar figures, all of which were far below Napoleon’s average of 2.6x oppositional performance.  By the time of Waterloo, French performance was little better than equal its opponents.  The once invincible Grand Armee had slowly become all to mortal.  Worse, though, was the fate that befell Hannibal’s forces.  Set against a Roman Republic willing to continue the struggle for decades on end, the once-might Carthaginian army was, by the time of Zama (202 BC), comprised mostly of untrained levies.  Little surprise that Carthaginian battle performance plummeted from an average superiority of 7.7x over its rivals, to a mere 10% of Scipio’s forces.

outfight = win in premodern age is a relfection of supeior generalship.  In contrast, the modern age has witnessed an incredibly ‘leveling’ of the officer field.  Kriegsakademie , etc.  Modernity = great leveling of ability. Thus, foe now equal to foe, thus  is left to preponderance to decide battles.

All of this points to a serious concern with proficiency theory: favourable loss-exchange ratios can evaporate in the face of superior resources.  The chief lesson, then, is that even the most gifted military ability can be ground into dust.

3.4e Proficiency Facing Preponderance Over Time (RTK performance in comparison). 
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IV. Conclusion
“War is the father of all things.” Herodotus, The Histories

( keep in mind need for qualitiative history: McEve& Jones caution: [of how Indian pop curves smoother than China’s—ie no demographic catstrophes, possibly because of China’s better records: “Happy is the graph that has no history.” (p184).


To historians, war is an art, not a science.
  Despite the immense debt this paper owes to historiography, such a position is far too severe.  While the ‘fog of war’ may cloud the most rational calculations and dull the sharpest purposes, it cannot eliminate the structural factors that influence conflict and provide it some manner of periodicity.  There are rules to war, and while some may be bent or even broken, their influence is undeniable.  This paper has sought to make that fact explicit.  

Frequency and Intensity

The story of battle frequency and intensity is easy to tell.  Prior to the Neolithic Revolution, there were insufficient resources to sustain combat of any seriously organized nature.  When disputes would arise between two tribes or bands, no more than a short flurry of violence would erupt, usually for reasons of revenge killing or the capture of women and young children.  There was little else to fight over, and certainly no material means with which to sustain campaigns over distance and time.  The Morela cave painting depicts this condition quite succinctly.  Here several men are fighting with bows, with the participants apparently on the run, “perhaps hoping to rip off a few quick shots before retreating.”
  No doubt such violence could be horrific; a bow can store and release the energy needed to propel an arrow up to 70m/second. 
  Upon impact, the projectile’s long and thin shape effectively converts this energy into penetrating power, with the consequent trauma to human flesh unfit for the squeamish.  Yet the painting contains no signs of organization or a strong economic motivation.  Indeed, it would take the coming of agriculture, and later politics, before true warfare become part of the human experience.  Only then would there be something to steal and governments to organize the theft.


Once agriculture arrived, it did not take long for war to arrive—for the tools were already in place.  Hunting had taught men to kill in groups, and did much to nurture the mechanisms of death.  In fact, with the exception of the sword and body armour—both of which require metal—and the crossbow, all the major implements of personal combat used prior to the invention of firearms were introduced during the hunting-and-gathering stage.
  Little surprise, then, that as society became more sophisticated, so too did the frequency and intensity of violence.  Soon seemingly endless wars broke out, with massive armies raised to fight them.  By the time of Classical Antiquity, armies 120,000 strong could be deployed and sustained in the field.  Meanwhile, hegemons like Sparta would be engaged in almost perpetual warfare for the time they spent atop the international security order.


With the collapse of the great empires of Anquity in both the east (Han China) and the west (Rome), frequency and intensity traveled on divergent paths.  Lacking the political and economic acumen of their precursors, the kingdoms and duchies of post-antiquity could manage only meager forces in the field.  Even barbarian armies failed to match the size and unity achieved by Veroircx during his opposition of Casear in Gaul.  Frequency, however, trended in the opposite direction.  Even as the battles contained fewer forces, there were more of them being fought.  This reflects both the era’s breakdown in political order—for there were no stable empires such as Persia or Rome to keep the peace—as well as the inability to attain decisive victory.  Outside a limited class of professionals (such as Jannisaries and knights), armies devolved into poorly trained feudal levies.  These were little more than ramshackle militias, comprised of peasants who would often break under fire and simply return home—only to be once again dragooned into fighting during next year’s campaigning season.


By the late Early Modern epoch, things had begun to change.  Not only was professionalism on the rise—a trend which owes much to the Spanish tercios, Switzerland’s mercenary pikemen, Gustavus’ organizational genius, and Prussian obsession with drill—but so too could nascent industrialization feed the military’s ever-growing needs.  By the latter stages of the Napoleonic Wars, both France and the Allies were throwing around armies in excess of 300,000 soldiers, a historically unprecedented achievement.  Yet all of this paled once the productivity of the Industrial Revolution was harnessed to the cause of war.  The poisoned fruit of this unprecedented material abundance permitted both battle frequency and intensity to reach new heights.  In modern times, battles took place more often, lasted for far longer, and killed exponentially more people than ever before.  This makes war in the industrial era truly unique.  It is a transition on par with the Neolithic Revolution, and thus signals the beginning of the third great stage in the evolution of war. 


In short, long periods of war have been replaced by a high frequency of battles in short amount of time.  Tragically, the lower casualty rates that followed the end of Antiquity have been replaced with devastating technology and the massive armies of the industrial era.  Although war length has not increased, a modern society’s ability to sustain activity within those years has grown dramatically.  Thus war has traveled from merely one great battle per year, such as during the Peloponnesian War, to large-scale engagements being fought virtually every day in World War II.
War and Structure
[graph: 3 great stages of war: 0-pre civ; antiquity & interregnum; modern (w Indust Rev).]

( how wars are conducted changes drastically according to the structural conditions of the day (econ & tech, but what of population?).  This has been made clear by the data.

does war reflect great cycles (ie pop #& the 3 big ones)?

[plot data on graph: ie pop growth and the 3 revolutions]

1. Frequency makes sense when contrasted to resource demands & mil eff.

==> note how ag rev = pops explode 10x, then only incrementally after than (at least until 1500--large ups and downs predicated on war).


a) look at peripheral coutnries: natural stasis quickly reached.  

[need to compare % change per 100s of pops, ag rev & post--> classical pop stabitliy, high mid ages stability, then early modern growth--> compare war nation with not--ie Belgium, left to own devices, pop rel stable.  Compare to warlike Romans, pop constantly increasing, as incorp more wealth as tribute]
where can we overlay:

1. frequencies:


a) high pop (vs low neighbours) & high mil efficacy.

2. Intensity:


a) higher GDP = more able to sustain war.

3. victory:


a) mil eff & more res. --> [is COMBINATION]

Victory

Examining of political science’s main theories of victory in light of the last 4,000 years is hardly reassuring, for all three face grave empirical challenges.  Most critically, preponderance in and of itself offers little more explanatory power than a coin toss.  At its height, preponderance explains only 56% of victories (Modern epoch), while at worst, a mere 21% (Medieval epoch).  In total, no more than 45% of the battles contained in the dataset were won by the more numerous belligerent.  Superior numbers are therefore reason to feel confident on the eve of battle.  This finding is a devastating blow for structural theories,
 for these are built on a simple methodological assumption: ‘if Belligerent A’s variable X is larger or more numberous than Belligerent Y, Belligerent A is more powerful.’  Despite the considerable attraction such an approach offers, it fails as a useful concept when confronted with the fact that ‘power’ is not simply a reflection of material resources.  


Meanwhile technology theory offers no more reason to gloat, as there appears to be no neat division of periods favouring either the attacker or the defender.  This poses a great challenge to the idea of the offence-defence balance as the determinant cause.  True, Classical Antiquity and the Modern eras were periods where the attacker enjoyed both fewer casualties and a victorious outcome roughly 2/3s of the time.  But there is little indication technology was the reason for such consistency.  Disaggregating the data further adds to the confusion.  World War I, for example, is often held as a demonstration of the power of defence to frustrate even the most brilliant and innovative of military minds.  Yet in this struggle, 56% of attackers emerged with fewer casualties and 58% enjoyed victory.  The supposed superiority of defensive technology did nothing to prevent more than half of all attacks from succeeding.  Surprisingly, this figure is actually greater than the average for the entire data set (54%).  Breaking down the data by year is of little assistance either, as shifts in the offence/defence balance occur seemingly without any technological prompting.  At most, this underplays the importance of how well tactics and strategies need to be designed in accordance with existing technology, rather than a particular technological condition per se.  At the very least, a far more nuanced methodology is required if the technology case is to be made.


If preponderance fails the empirical test outright, and technology offers little without deep reservations, proficiency theory offers at least a glimmer of optimism.  On the surface, the congruence between theory and empirics is powerful.  A superior casualty score is associated with victory 85% of the time.  Even the more finely-tuned metric of relative kill totals musters support in 4/5s of all cases.  The ability to outfight one’s enemy is thus a far more important precondition to victory than obtaining superior numbers or enjoying the luxury of a particular attack posture or technology.  Unfortunately, when breaking down these figures two problems immediately arise.  First is the matter of insufficient data.  It is frustratingly rare to obtain both engagement and casualty data for all parties in the early Medieval and before.  More problematic, however, is that when the Modern era alone is examined, superior kill totals lose their importance to victory.  Between 1900-2009, only 61% of belligerents with superior proficiency managed to win the battles they took part in.  Such numbers are unsurprising, given the talented German army’s penchant for losing battles during the First and Second World Wars, to say nothing of the expulsion of America from Vietnam and the Soviets from Afghanistan.
  Such dynamics fit well with evidence that preponderance regain some measure of importance in the 20thC, but harms the argument that superior battlefield performance is necessary to win.  In effect, the growth in importance of material preponderance in the 20thC comes at the expense of proficiency’s ability to explain victory across time and space.

[image: image22.wmf]
An Alternative Explanation: Proficiency Erosion (outlast or overwhelm)

The chief lesson of the evidence, then, is that outfighting one’s opponent is the most secure method of achieving victory.  But it is not the only way.  It is possible, in fact, to outwork and outmaneuver an enemy and yet still suffer defeat in the face of superior numbers.  Exhaustion can cripple even the most talented army.  Insufficient numbers can lead to even the most skilled army into defeat; the gifted can only survive preponderance for so long.  Hannibal, Napoleon, and Lee all managed a string of impressive victories with relatively few forces.  Over time, however, such imbalanced victories turn to losses—a condition of which no amount of genius can reverse.  The Finns, for example, dramatically outfought the Soviets along the Mannerheim Line (1939), yet in the end had to sue for peace.  Even raw numbers can take their toll on the gifted, for in the face of superior numbers, even the most skilled can come to loss.
  At Islandwana (1879), spear-armed warriors utterly defeated professionals hardened in endless imperial campaigning.   It takes, therefore, a combination of proficiency and sufficient material resources to secure victory. 

As the data has made clear, neither preponderance nor proficiency effectively explains victory on their own.  The question remains, then, how do the two fit together?  For this a few cautious answers can be offered.  On one hand, enjoying both superior numbers and more expert skill is a virtually unbeatable combination.  Such conditions emerged in 80 separate battles within the dataset.  In all but 6% of available cases (75 of 80), the combination of preponderance and greater proficiency resulted in victory.  Again, while neither virtue ensures victory on its own—for the preponderant can be poorly trained or terribly mishandled (such as the Soviets in 1941), while the more proficient can simply overwhelmed (such as the Americans at Little Big Horn 1867)—the combination of the two is virtually unbeatable.  When better armies hit the field in bigger numbers, their victory is almost certain.

how many battles before the proficient waste away?

“Military ferocity is not a fixed quality of any race or culture, but a temporary condition that usually bears the seeds of it[s sic] own destruction.” Keeley 1997, p130  Ie Germans now more concerned with making cars, Japanese robots.  The Navajo now more fashion for ornate silverwork and fasionable rugs.
4.1 Both Preponderance & Superior Proficiency (numerical strength & RKT figures).

	Total Battles
	Proficiency & Preponderance = Victory
	%

	80
	75
	94%



Next is the matter of when a belligerent enjoys either preponderance or proficiency, but not both.  The dataset offers 301 cases for which proficiency and preponderance data are available.  Analysis of the results is interesting, for among these cases, superior proficiency won 80% of the time.  Critically, this number is almost precisely in line with fig. 3.4d.  More importantly, in 57 of the 60 cases where the more capable side did not end up winning, victory went up to the preponderant belligerent.  In effect, preponderance made up for a deficiency in fighting capability.  This is a powerful explanation as to why the gifted sometimes lose.  Nevertheless, it does, on average, take a massive level of preponderance to offset combat inferiority.  Taking all 60 cases of inferior proficiency into account, an average numerical preponderance of 2.7 was necessary to secure victory.
  Put another way, when a belligerent was less capable than his adversary, it would take an army three times the size to carry the day.  In contrast, victory in cases where the belligerent was both outfought and numerically inferior are exceeding rare.  Of 301 available cases, victory was only achieved three times in this manner.

4.2 Preponderance & Proficiency (numerical strength & RKT figures).

	Available Battles
	Superior Proficiency = win
	Outfought, but superior numbers = win
	Outfought, but inferior numbers = win
	Average Preponderance for Inferior Victors 

	301
	241 (80%)
	57  (18.9%)
	3 (1%)
	2.7x



Such results are consistent with the historical record.  

Hannibal 

Lee

Germany

[test 2.7 with WWI, WWI balances]

Implications for Iraq and Afghanistan

This study has focused on single engagements, rather than wars in their totality.  Such concentration was taken for particular methodological and theoretical reasons, but leaves the author poorly suited to discuss the dynamics behind the political sustenance of costly counter-insurgency campaigns, particularly if conducted far from home.  It does, however, offer a straightforward lesson regarding battlefield performance.  Above all, commanders must not underestimate the importance of matching enemy numbers in the field.  As has been demonstrated above, technologically superior forces can be defeated by even rudimentarily-armed opponents.  Thus thinly held positions in Afghanistan’s south must remain wary of being overrun by covertly concentrated Taliban forces.  In fact, this has nearly already occurred.  July 2008 saw nearly 200 Taliban insurgents attack a remote American-run outpost along the Pakistan border.  There the Taliban outnumbered the 45 Americans and 25 Afghan soldiers by almost 3:1.  In rather startling congruence with the data, the Taliban came exceeding close to success, for the attackers managed to breach certain portions of the compound’s defences.
  So tenuous was the American’s position that soon after the position was abandoned.
  The West should therefore never take their proficiency for granted.  To do so would be most dangerous.

From Battles to Wars: Victory as an Equation

This paper has demonstrated how victory is a function of preponderance and proficiency.  The more capable emerge victorious almost 80% of the time, while in those cases where the more gifted fail, they are almost inevitably worn down by a vastly larger enemy force, using numbers some 2.7x superior.  These results were obtained through the paper’s express concern with explaining battlefield victory.  There is the matter, however, of how battles operate in concert with each other, or how battles string together to form wars.  In this, victory can be summarized in a single question:

· proficiency (LER) x mobilization (% population & GDP in war effort) x resources (size of armies total & total GDP).

To be specific, proficiency or military effectiveness is a matter of geography, technology, tactics, training, and leadership.  It is, however, most simply summed up in the loss exchange rate.  The mobilization rate concerns itself with how well a nation can squeeze out whatever resources there is to be exploited.  This is a reflection of whether or not the struggle is about a nation’s core existence, or is just concerned with adding to the margins of the empire.  What also matters is political legitimacy, for unpopular regimes find it difficult to mobilize forces.  Similarly the efficiency of institutions comes into play, for they translate raw potential into exploitable material.  Great Britain, for example, was able to borrow more much more cheaply than Napoleon, a fact that permitted the much smaller British economy to keep pace with its continental rival.  Together, the mobilization rate is best summed up in metrics of population percentage involved in the war effort and the percentage of the economy devoted to military spending.  Lastly there is the matter of the resource base, or that which exists to be mobilized in the first place.  This variable is best encapsulated in both the size of armies and total GDP.  Together, if A > B, then victory will go to A.


This relationship guides victory at both the individual battle and war levels.  The chief difference between the two is that for battles the mobilization rate is held at 100%, for in the short term mobilization is completely inelastic.  It takes time to equip and train even the most rudimentary armies.  Thus a discussion of battles ignores the importance of how well a nation can mobilize resources over time.  The further differences are slight.  Combat effectiveness is malleable, as armies can improve with training and time.  In its wars with Carthage, for example, Rome constructed an entirely new navy—indeed, fashioned itself into a naval power.  Such profound variation is, however, rather rare.  Collapses in combat performance, as we have seen, are more likely to occur from the loss of talented soldiers to extended campaigning and their replacement with poorly trained levies, rather than a matching of proficiency.  Finally, the total stock of a nation’s resources can growth, though this rarely occurs naturally at any great pace.  It takes an incredibly long war for demographic changes bring tangible results—and the demographic effect of war is actually to bring birth rates down.  Instead, what is far more likely is the addition of resources through conquest.  Such an ambition underlaid the Nazis’ strategic goals.  

fig: examples of equation in history: in stats chapter, will run as may cases as have

 (recapitulate quickly, then move on to implications)

-have the data, the description.  But what about some preliminary thoughts why.  For answers to this we return to our discussion of stuructural forces.

-efficiency in war (or combat capability) is behind victory (except when i. about 2.7x overmatched, or ii. worn down over time).  This is story of on the battlefield.   Now remains the question of mobilization, and thus we turn to economic—how much of a given stock of resources can be mobilized in the first place—and political (how effectively can be mobilized) concerns.

All of this is to say that despite the detailed discussion above of how battles are fought (and indeed won and lost), the next step is to determine why the wars which bring about their rise occur in the first place.  What is their attractiveness, particularly in the realm of economic gain?  Indeed, perhaps there are some conditions when it is better to grow surplus rather than simply to steal it.  And it is to that subject the next chapter now turns.

pre-civ socities had pitched battles, not wars—for they could fight.  It was just that this could not be sustained.
Draft: II

Assorted Observations (roots for further exploration).
1. great victories are about casualties.  [an interesting separate paper in its own right]

--> great victories depend on prisoners--meaning either breaking the enemy's willingness to fight or to break their formation cohesion (ie instabilty = flight).

POW = great victory, ie Leipzig.  And why Gettysburg and Anitetam were so Pyhrric.

--> high cost for nobody breaking.

decisive victory is about incuring high POWs.  If not, will grind you down too.

POW graph: show for single conflict, ie WWI re Germany (as they fell apart).

-Fred, Napol, great victories about POWs—but what of Hannibal and Japanese?  all killed.

Creasey’s Great Battles & POW rates


-how achieve?



a) break nation through attrition.



b) place in 

2. war is rational: size relationship between A and B is very close (check number average in history).

-when attacks fail, they tend to fail in a big way: ie Passchendaele, Ticonderoga, Hohenlinden, New Orleans (1815), Custozza (1866): 2x cas rates..

modern war: like Sherman's march to the sea--Hannibal couldn't conduct such a campaigns bc cities were hard to ask invest--even for Mongols.  Field fortifications bring stable battlefields back again?
Future Research

1. How durable is combat proficiency?  Does it last from one war to the next?

2. Relationship btn 2.7x preponderance & overcoming proficiency.

Does it always occur?  How often?
3. ( why outfight?  technology enters into the equation( unable to adopt tactics to the available techonolgoy( unable to optimize technology of the day (ie Mongols).


( question is what METRIC can be used to describe this.


( how is it that some are outfought in the first place?  Why are some so good at battle?

Does mil proficiency gravitate towards a mean?  How fleeting is it? (ie Spartans tops, but fall).

This paper has striven to describe and utilize a methodology for incorporating long-standing historical trends into modern political science research projects.  However, despite the effort made, this work remains nothing more than a small step amidst a far larger project.  Much work remains to be done.  First and foremost, the methodology has to be developed to, as Dupuy suggests, ‘normalize’ casualty exchange ratios.
  How combat position favours attackers, hasty defenders, and preparded defenders in various epochs is an item worth of further study.  Similarly worthy is the need to estimate battle cost

· --need to discover army size of Hadrian and Trajan and Aurelius—Chandler says 225,000, but really field that much at one time?  Or is total of Roman empire?  Need to fix spreadsheet accordingly.
--change modern era to 1850( Crimea & US Civil War little different than Boer, WWI, and WWII.  [but what about nuke rev?  Have industrial era: 1850-1945, then nuclear era?]

2.5 Average length of wars (total days).

	Pre-Civilization
	
	Medieaval
	

	Early Kingdoms
	
	Early Modern
	

	Classical Antiquity
	
	Modern
	


Re preponderance studies:

what if partly skewed by Europe’s imperial battles with technological inferiors, and 

( concerns raised by WWII and Civil War case studies.

( what is frequency over time? ( preponderance win over time?  % preponderance win by epoch?

 do wars list: summary of dates, sides, attackers, pop, gdp, tech balance, peak strength, total casualties,  victory/defeat, 

[would be great project for RA, now that I’ve set this up and know what I want].

[I should do Biddle’s COW data tests too: a) i. preponderance victory, ii. preponderance more favourable loss exchange rates; b) systemic technology epochs [come up with metric to determine eras, rather than just common 4 quarters view] vs wars won; c) dyads [well, can leave with Biddle, as he did lots of work re weapon age] s]

(re frequency of battles: sieges around cities or fortresses, but now—at least between modern great powers-- consume entire fronts.  Was no deadlock in field: was three options: a) decisive action on the battlefield, b) go around (to escape or to maneouver for a better kill), c) or wait and starve.  Now can remain gripped in deadlock.  


( so what does this mean for today?  What about atomic age?


-sieges are for capture?  


-what if everything is now a siege?

battles per year of campaign

find way to test for dyadic technological conditions.  Gun strength would be an obvious candidate, and yet in many instances on the Indian Frontier the vastly technologically superior British army would face enemies with as many if not more artillery pieces than they themselves hauled into battle.

Difference between peak and averaged engaged much greater now.  Why?

copy: 2.1 Peak Forces Engaged (per battle, achieved by one belligerent).

	Pre-Civilization
	0
	Medieval
	60,000
	180,000

	Early Kingdoms
	50,000 
	Early Modern
	400,000

	Classical Antiquity

	120,000
	300,000
	Modern
	3,350,000


copyY2.2 Average Force Size (per battle, per belligerent).

	Pre-Civilization
	0
	Medieaval
	32,247

	Early Kingdoms
	14,250
	Early Modern
	33,659

	Classical Antiquity
	58,869
	Modern
	242,693


4.1 Average length of battles (total days).

	Pre-Civilization
	nil
	Medieaval
	1.05

	Early Kingdoms
	unknown
	Early Modern
	13.3

	Classical Antiquity
	1.1
	Modern
	36.2


*Note: The figure for Classical Antiquity does not include the Siege of Syracuse, for such a large anomaly places an unduly large burden on the dataset.  Further battle length data for this epoch is therefore required.

4.2 Daily Casualty Rates ().

can  outfight and still lose (politiaclly), ie UK in America, US in Vietnam (no lost battle, unlike Dien Bien Phu)

Counter insurgencies

--this is a distinction from preponderance theory—not simply overwhelming the enemy through numbers, but rather reducing their combat effectiveness over time.

[but what of just overwhelming the enemy?????—ie Roarke’s drift?]
--simply overwhelming a superior fighting enemy is difficult—it takes massive massive discprecy.  Ie thermopolyay, French in Mexico, Roarke’s Drift.

( is a level which you will break, no matter what—ie France WWI.

Appendix

Human energy consumption in Historical Perspective (units of energy = 1,000 calories / day).

	
	Food (incl animal feed)
	Home & Commerce
	Industry & Ag
	Transport
	Total per Cap
	World Pop (mils)
	Total

	Technological Society (now)
	10
	66
	91
	63
	230
	6,000
	1,380,000

	Industrial Society (1850 CE)
	7
	32
	24
	14
	77
	1,600
	123,200

	Advanced Ag (1,000 BP)
	6
	12
	7
	1
	26
	250
	6,500

	Early Ag (5,000 BP)
	4
	4
	4
	
	12
	50
	600

	Hunters (10,000 BP)
	3
	2
	
	
	5
	6
	30

	Proto-humans
	2
	
	
	
	2
	na
	na


*Source: I.G. Simmons, Changing Face of the Earth: Culture, Environment, History, 2nd ed, (Oxford: Blackwell, 1996), p27.

World Supply of Primary Energy, 1820-2001 (metric tons of oil equivalent).

	
	Modern (mil tons)
	Biomass (mil tons)
	Total (mil tons)
	Pop (mil)
	Per cap (tons)

	1820
	12.9
	208.2
	221.1
	1,041.1
	.21

	1870
	134.5
	254.0
	388.5
	1,270.0
	.31

	1913
	735.2
	358.2
	1,093.4
	1,791.0
	.61

	1950
	1,624.7
	504.9
	2,129.6
	2,524.5
	.84

	1973
	5,368.8
	673.8
	6,042.6
	3,913.5
	1.54

	2001
	9,071.5
	1,093.5
	10,165.0
	6,149.0
	1.65


*Source: Maddison (2004), p44, noting: “Modern sources (coal, oil, natural gas, water and atomic power); biomass (wood, peat, dung, straw and other crop residues). Conversion coefficients, one ton of wood = .323 of oil; one ton of coal = .6458 tons of oil. 1973 and 1998 modern sources and biomass from International Energy Agency, Energy Balances of OECD Countries 2000-2001, 2003, Paris; and Energy Balances of Non-OECD Countries 2000-2001, 2003, Paris. Modern sources 1870-1950 derived from Woytinsky and Woytinsky (1953), 1820 from Mitchell (1975). Biomass 1820-50 assumed to be .20 tons per head of population, see Smil (1994), pp.185-7 for rough estimates of biomass back to 1700. My estimate of biomass 1820-1950 is somewhat lower than Smil suggests. In 1973 world per capita supply of biomass was .17 and in 1998 .18 of a ton.”
Proximate Causes of Growth (regional examples).
	
	UK
	USA
	Japan
	
	UK
	USA
	Japan

	
	Gross stock of machinery & equipment per cap (1990 $)
	
	Gross stock of nonresidential structures per capita (1990 $)

	1820
	92
	87
	na
	
	1074
	1094
	na

	1870
	334
	489
	94 (1890)
	
	2509
	3686
	593 (1890)

	1913
	878
	2749
	329
	
	3215
	14696
	852

	1950
	2122
	6110
	1381
	
	3412
	17211
	1929

	1973
	6203
	10762
	6431
	
	9585
	24366
	12778

	1998
	11.953
	25153
	29987
	
	21066
	35810
	49042

	
	Primary energy consumption per cap (tons of oil equiv)
	
	Avg years of education per person employed (in equiv yrs of primary educ)

	1820
	0.61
	2.45 (1850)
	0.2
	
	2
	1.75
	1.5

	1870
	2.21
	2.45
	0.2
	
	4.44
	3.92
	1.5

	1913
	3.24
	4.47
	0.42
	
	8.82
	7.86
	5.36

	1950
	3.14
	5.68
	0.54
	
	10.6
	11.27
	9.11

	1973
	3.93
	8.19
	2.98
	
	11.66
	14.58
	12.09

	1998
	3.89
	8.15
	4.04
	
	15.1
	19.46
	16.03

	
	Land area per cap (hectares)
	
	Exports per capita (1990 $)

	1820
	1.48
	48.1
	1.23
	
	53
	25
	0

	1870
	1
	23.4
	1.11
	
	390
	62
	2

	1913
	0.69
	9.6
	0.74
	
	862
	197
	33

	1950
	0.48
	6.2
	0.44
	
	781
	283
	42

	1973
	0.43
	4.4
	0.35
	
	1,684
	824
	875

	1998
	0.41
	3.5
	0.3
	
	4,680
	2,755
	2,736

	
	Hours worked per head of population
	
	GDP per work hour (1990 $)


	1820
	1,153
	968
	1,598
	
	1.49
	1.3
	0.42

	1870
	1,251
	1,084
	1,598
	
	2.55
	2.25
	0.46

	1913
	1,181
	1,036
	1,290
	
	4.31
	5.12
	1.08

	1950
	904
	756
	925
	
	7.93
	12.65
	2.08

	1973
	750
	704
	988
	
	15.97
	23.72
	11.57

	1998
	657
	791
	905
	
	27.45
	34.55
	22.54


*Source: Maddison ('05), p13.

Lethality Trends of Ground Armies (typical army of 100,000).

	Epoch
	Lethality Area (km2)
	Lethality TLI in mils
	Avg Compared to antiquity
	Lethality per m2

	Antiquity
	1
	2
	1
	2

	Napoleonic Era
	20
	5.5
	2.8
	0.27

	US Civil War
	26
	14.3
	7.2
	0.55

	WWI
	250
	233
	117
	0.94

	WWII
	2,750
	1,281.00
	641
	0.47

	1973 October War
	3,500
	1,650.00
	825
	0.47

	Europe, 1985-90
	5,000
	4,098.00
	2,049.00
	0.82


*Source: Dupuy '95 p31.

Army Dispersion Patterns (Army or Corps of 100,000 troops)

	
	Antiquity
	Napoleonic Wars
	American Civil War
	Franco-Prussian War
	WWI
	WWII
	1973 Arab-Isr War

	Area (km2)
	1
	20.12
	25.75
	45
	248
	2,750
	3,500

	Front (km)
	6.67
	8.05
	8.58
	11.25
	14.33
	48
	54

	Depth (km)
	0.15
	2.5
	3
	4
	17.33
	57
	65

	Men/km2
	100,000
	4,970
	3,883
	2,222
	404
	36
	29

	Km2 per man
	10
	200
	257.5
	450
	2,475
	27,500
	35,000

	Football fields/man
	1/500
	1/25
	1/20
	1/11
	1/2
	5+
	7


*Source: Dupuy '95 p26?.
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Intensity of WWI and WWII
	
	Avg Theater Strength
	Total Casualties
	Avg Annual Casualties
	Avg Annual Casualty Rate
	Avg Daily Casualty Rate

	WWI
	
	
	
	
	

	US
	990,000
	261,657
	523,314
	52.86
	0.14

	British Empire
	1,750,000
	2,998,583
	749,646
	42.83
	0.12

	France
	3,000,000
	5,623,800
	1,405,950
	46.87
	0.13

	Russia
	3,500,000
	6,650,000
	2,216,667
	63.33
	0.19

	Germany
	3,250,000
	6,055,688
	1,513,922
	46.58
	0.13

	Italy
	1,000,000
	1,416,277
	472,042
	47.20
	0.13

	WWII
	
	
	
	
	

	US
	1,500,000
	800,735
	266,192
	17.75
	0.05

	UK
	1,000,000
	872,672
	174,552
	17.46
	0.05

	France
	1,250,000
	610,671
	203,557
	16.28
	0.04

	USSR
	6,100,000
	21,512,000
	5,378,000
	88.16
	0.24

	Germany
	4,500,000
	10,100,000
	2,020,000
	44.89
	0.12

	Italy
	500,000
	197,500
	98,750
	19.75
	0.05

	Japan
	2,000,000
	2,006,000
	501,500
	25.08
	0.07

	China
	3,000,000
	2,200,000
	367,000
	12.23
	0.03


*Dupuy '95 p162-4?.
Relationship of Unit Size to Casualty Rates (US Eperience in WWII).

	Unit
	Approximate Strength
	Avg Caualty Daily Engagmetn Rates

	Company
	200
	21.0 (est)

	Battalion
	800
	9.5

	Brigade (Rgt)
	3,000
	2.6

	Division
	15,000
	1

	Corps (3 Divs)
	65,000
	0.6

	Corps (4 Divs)
	90,000
	0.4

	Army (3 Corps)
	250,000
	0.3


*Source: Dupuy '95 p42.
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Continental Populations

	Year
	Asia
	Europe
	USSR 
	Africa
	America
	Oceania
	World

	-400
	95
	19
	13
	17
	8
	1
	153

	0
	170
	31
	12
	26
	12
	1
	252

	200
	158
	44
	13
	30
	11
	1
	257

	600
	134
	22
	11
	24
	16
	1
	208

	1000
	152
	30
	13
	39
	18
	1
	253

	1200
	258
	49
	17
	48
	26
	2
	400

	1340
	238
	74
	16
	80
	32
	2
	442

	1400
	201
	52
	13
	68
	39
	2
	375

	1500
	245
	67
	17
	87
	42
	3
	461

	1600
	338
	89
	22
	113
	13
	3
	578

	1700
	433
	95
	30
	107
	12
	3
	680

	1750
	500
	111
	35
	104
	18
	3
	771

	1800
	631
	146
	49
	102
	24
	2
	954

	1850
	790
	209
	79
	102
	59
	2
	1,241

	1900
	903
	295
	127
	138
	165
	6
	1,634

	1950
	1,376
	393
	182
	224
	332
	13
	2,520

	2000
	3,611
	510
	291
	784
	829
	30
	6,055

	0-1750
	0.06
	0.07
	0.06
	0.08
	0.02
	0.06
	0.06

	1750-1950
	0.51
	0.63
	0.82
	0.38
	1.46
	0.74
	0.59

	1950-2000
	1.9
	0.53
	0.97
	0.97
	1.83
	1.67
	1.75


*Levi Bacci '07 p26

3.4e Proficiency Facing Preponderance Over Time (RTK performance in comparison). 
	
	RTK (Case)
	RTK (Opponent)
	Performance (Case vs Opponent)

	Battles of Hannibal
	
	
	Avg: 7.67

	Trebbia
	0.56
	0.13
	4.4

	Lake Trasimene
	0.86
	0.06
	13.7

	Cannae
	1.30
	0.07
	19.8

	Metaurus
	0.04
	0.20
	0.2

	Zama
	0.11
	0.81
	0.1

	Battles of Napoleon
	
	
	Avg: 2.64

	Arcola
	0.33333333
	0.23
	1.44927535

	Rivoli
	0.44782609
	0.08928571
	5.01565245

	Hohenlinden
	0.28333333
	0.07142857
	3.9666667

	Ulm, Capitulation of
	0.25
	0.08333333
	3.00000012

	Austerlitz
	0.36935705
	0.10583431
	3.48995567

	Jena Auerstadt
	0.38461538
	0.14
	2.74725271

	Friedland
	0.3125
	0.17391304
	1.79687504

	Aspern-Essling
	0.38333333
	0.22105263
	1.73412698

	Wagram
	0.29201817
	0.21518987
	1.35702564

	Borodino
	0.33846154
	0.24834437
	1.36287181

	Maloyaroslavets
	0.4
	0.25
	1.6

	Dresden
	0.54285714
	0.06329114
	8.57714271

	Leipzig 
	0.29189189
	0.23333333
	1.25096526

	Ligny
	0.31168831
	0.13690476
	2.27667986

	Quatre Bras
	0.21363636
	0.13870968
	1.54016908

	Waterloo
	0.30694444
	0.27942422
	1.09848903


	Battles of Lee
	
	
	Avg: 1.66


	Fort Sumter
	0.0022
	0.04761905
	0.0462

	1st Bull Run 
	0.0905
	0.05082051
	1.78077709

	Fort Donelson
	0.13485714
	0.62962963
	0.21418487

	Hampton Roads
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Shiloh 
	0.29652273
	0.1886129
	1.57212327

	Seven Pines
	0.08333333
	0.13555556
	0.61475405

	Port Republic
	0.08333333
	0.26666667
	0.31249998

	Seven Days' Battles
	0.220125
	0.20614
	1.06784224

	Cedar Mountain
	0.11363636
	0.11666667
	0.97402592

	2nd Bull Run
	0.25138182
	0.1325873
	1.89597209

	Harper's Ferry
	0.57813636
	0.02042857
	28.3003832

	Antietam (Sharpsburg)
	0.32634211
	0.13757333
	2.37213208

	Corinth
	0.10681818
	0.20869565
	0.51183712

	Perryville
	0.231
	0.08513806
	2.71324012

	Fredericksburg
	0.16153846
	0.04416667
	3.65747429

	Stones River 
	0.37958824
	0.26681818
	1.42264759

	Chancellorsville
	0.27083871
	0.09662121
	2.80309789

	Vicksburg
	0
	0
	#DIV/0!

	Brandy Station
	0.09136842
	0.04681818
	1.95155856

	Gettysburg
	0.30732
	0.2954
	1.04035206

	Chickamauga
	0.24876923
	0.29793548
	0.83497685

	Chattanooga
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Camerone
	0.026
	4.61538462
	0.00563333

	La Puebla, Siege of
	0
	0
	#DIV/0!

	Mansfield 
	0.25397727
	0.14285714
	1.77784093

	Wilderness
	0.29032258
	0.09093282
	3.19271502

	Spotsylvania 
	0.22646032
	0.09009009
	2.51370955

	Yellow Tavern
	0.08888889
	0.1
	0.8888889

	Cold Harbor
	0.16949153
	0.03508772
	4.83050851

	Petersburg
	0.21447368
	0.07310769
	2.93366785

	Kennesaw Mountain
	0.04615385
	0.00909091
	5.07692299

	Monocacy, The
	0.14057143
	0.15517241
	0.90590479

	Atlanta
	0.13333333
	0.15
	0.88888887

	The Crater
	#DIV/0!
	#VALUE!
	#DIV/0!

	Cedar Creek
	0.27009524
	0.0909375
	2.97011948

	Savannah
	0
	0
	#DIV/0!

	Nashville
	0.09874194
	0.11978382
	0.82433454

	Five Forks
	0.07735849
	0.202
	0.38296282

	Appomattox 
	0.00514107
	0.45399384
	0.0113241
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